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Abstract

The generalization of MIP techniques to deal with nonlinear, potentially non-convex, constraints have been a fruitful direction of research for computational MINLP in the last decade. In this paper, we follow that path in order to extend another essential subroutine of modern MIP solvers towards the case of nonlinear optimization: the analysis of infeasible subproblems for learning additional valid constraints. To this end, we derive two different strategies, geared towards two different solution approaches. These are using local dual proofs of infeasibility for LP-based branch-and-bound and the creation of nonlinear dual proofs for NLP-based branch-and-bound, respectively. We discuss implementation details of both approaches and present an extensive computational study, showing that both techniques can significantly enhance performance when solving MINLPs to global optimality.

1 Introduction

Mixed integer nonlinear programs (MINLPs) are arguably among the hardest optimization problems, with a wide range of applications in Chemical Engineering (e.g., Biegler et al. 1997, Floudas 2000, Kallrath 2005, Witzig et al. 2018), Computational Biology (e.g., Phillips and Rosen 1994, Liberti et al. 2008, 2009), Portfolio Optimization (e.g., Cornuéjols and Tüüncü 2006) and many others.

MINLP solvers that are based on linear relaxations and spatial branching work similarly to mixed integer programming (MIP) solvers in the sense that they are based on a branch-and-cut algorithm, enhanced by various heuristics, domain propagation, and presolving techniques. However, the analysis of infeasible subproblems, which is an important component of most major MIP solvers, has been hardly studied in the context of MINLPs. There are two
main approaches for analyzing infeasibility in MIP solvers: *conflict graph analysis* (Achterberg 2007a), which originates from artificial intelligence and constraint programming, and *dual proof analysis* (e.g., Witzig et al. 2019a). Both together are often subsumed under the term *conflict analysis*.

In this paper, we consider MINLPs of the form

$$\min_{x \in X} \{ f(x) \mid g_k(x) \leq 0 \ \forall k \in \mathcal{K}, \ h_e(x) = 0 \ \forall e \in \mathcal{E}, \ x_i \in \mathbb{Z} \ \forall i \in \mathcal{I} \}, \quad (1)$$

with convex objective function $f : X \mapsto \mathbb{R}$, nonlinear constraint functions $g_k : X \mapsto \mathbb{R}$, $k \in \mathcal{K} := \{1, \ldots, p\}$, continuously differentiable, possibly nonconvex, and affine functions $h_e : X \mapsto \mathbb{R}$, $e \in \mathcal{E} := \{1, \ldots, q\}$. Moreover, let $X \subseteq \mathbb{R}^n$ be a non-empty convex set, let $\mathcal{N} = \{1, \ldots, n\}$ be the index set of all variables and $\mathcal{I} \subseteq \mathcal{N}$ the set of variables that need to be integral in every feasible solution. We call an MINLP *convex* if all of its constraint functions $g_k$ are convex. Otherwise, we call the MINLP *nonconvex*. If $f$ is a linear function and all functions $g_k, h_e$ are affine, we call (1) a *mixed integer program* (MIP).

For a general MINLP (1), we obtain its *nonlinear programming* (NLP) relaxation by omitting the integrality requirements. The MIP relaxation of an MINLP with a linear objective\(^1\) is given by omitting all “truly” nonlinear constraints $g_k, h_e$ and keeping only those that are representable as a linear constraint matrix, eventually enhanced by linear underestimators of some of the nonlinear constraints. Omitting both, integrality requirements and truly nonlinear constraints, yields the *linear programming* (LP) relaxation.

All three relaxations provide a lower bound on the optimal solution value of a MINLP of form (1). In theory, linear and convex smooth nonlinear programs are solvable in polynomial time (Khachiyan 1979, Vavasis 1995). Also in practice, both classes can be solved very efficiently (Bixby 2002, Nocedal and Wright 2006). In contrast to that, nonconvexities as imposed by integer variables or nonconvex nonlinear functions readily lead to problems that are both $\mathcal{NP}$-hard in theory and computationally demanding in practice.

In this paper, we focus on solving MINLPs either by LP-based or by NLP-based branch-and-bound. During a branch-and-bound search, roughly half of the considered subproblems are either found to be infeasible or suboptimal, i.e., to exceed the bound given by the best solution found so far (which can be seen as a special case of infeasibility). In contrast to modern MIP solvers that can refer to a variety of well-studied techniques to “learn” from infeasible and bound-exceeding subproblems (e.g., Davey et al. 2002, Sandholm and Shields 2006, Achterberg 2007b, Witzig et al. 2017, 2019a), similar techniques for MINLPs exist for certain special cases only.

To close this gap, we introduce two variants of conflict analysis for general MINLP. The first is a straightforward generalization of MIP concepts to LP-based branch-and-bound for MINLP. Our additional contribution is the use of locally valid certificates of infeasibility to deal with locally valid linear approximations of nonconvex constraints. The second technique is a generalization of

\(^1\) It can be assumed w.l.o.g. that the objective of (1) is linear since a nonlinear objective can be transformed into a constraint bounded by an artificial variable that is minimized.
the theory of Farkas proofs to work with nonlinear relaxations in an NLP-based branch-and-bound. We show how we can use the dual multipliers of an infeasible convex NLP to generate a valid linear constraint. This paper is the full version of a short conference proceedings paper (Witzig et al. 2019b). While in Witzig et al. (2019b), we only briefly sketched the idea of nonlinear dual proofs, in the present paper we give a more detailed theoretical background and present a working implementation of the concept in a state-of-the-art MINLP solver. We discuss various implementational details and present a thorough computational study of both techniques.

2 Background and Related Work

In this section, we will briefly discuss different algorithms and their implementations for solving MINLPs, provide the reader with the technical background of conflict analysis in MIP, and review related work on infeasibility in MINLP solving.

2.1 Solving MINLPs

Commonly used methods to solve convex MINLPs include the extended cutting plane algorithm (ECP) (Westerlund and Pettersson 1995), the extended supporting hyperplane algorithm (Kronqvist et al. 2018), outer approximation (OA) (Duran and Grossmann 1986, Fletcher and Leyffer 1994), NLP-based branch-and-bound (Gupta and Ravindran 1985), and LP/NLP-based branch-and-bound (Quesada and Grossmann 1992). The most commonly used method to solve nonconvex MINLPs is a combination of either OA or ECP (Kocis and Grossmann 1988, Viswanathan and Grossmann 1990) and spatial branch-and-bound (Land and Doig 1960, Liberti and Pantelides 2003, Horst and Tuy 2013). Different MINLP solvers either use LP or MIP relaxations or both during the tree search. For example, Couenne\(^2\) (Belotti et al. 2009) and SCIP\(^3\) (Vigerske and Gleixner 2018) derive valid lower bounds by solving LP relaxations only, whereas ANTIGONE\(^4\) (Misener and Floudas 2014), BARON\(^5\) (Kılınç Karzan et al. 2009) and BONMIN\(^6\) (Bonami et al. 2008) solve both LP and MIP relaxations. In contrast to that, only a handful of MINLP solvers provide the possibility to exclusively use NLP relaxations, e.g., BONMIN and FICO Xpress\(^7\) (Belotti et al. 2016). Notably, BONMIN by default chooses a hybrid strategy between LP-based and NLP-based branch-and-bound (Bonami et al. 2008), demonstrating that ideally, new solving techniques are developed in a way that they can be incorporated into either paradigm. For a detailed overview of MINLP solvers that can handle convex and/or nonconvex MINLPs and the implemented algorithms,

\(^2\)https://github.com/coin-or/Couenne
\(^3\)https://www.scipopt.org
\(^4\)http://ares.tamu.edu/ANTIGONE/
\(^5\)https://minlp.com/baron
\(^6\)https://github.com/coin-or/Bonmin
\(^7\)https://www.fico.com/en/products/fico-xpress-solver
we refer to (Kronqvist et al. 2018).

In the following, we will focus on MINLP solvers that use a combination of LP-based branch-and-bound (e.g., generated by an ECP) and spatial branch-and-bound. Spatial branch-and-bound is – as a special variant of LP-based branch-and-bound (Dakin 1965, Land and Doig 1960) – a divide-and-conquer method which splits the search space sequentially into smaller and smaller subproblems that are intended to be easier to solve. Additionally, convex relaxations are used to compute lower bounds on the individual subproblems. A subproblem can be pruned if the lower bound exceeds the currently best-known solution. To divide the search space into smaller pieces, spatial branch-and-bound branches on integer variables with a fractional solution value in the relaxation solution. In addition to that, spatial branch-and-bound can branch on variables (possibly continuous) if they appear in nonconvex terms of nonlinear constraints that are violated by the current relaxation solution.

During a branch-and-bound procedure, infeasible subproblems may be encountered. Infeasibility can either be detected by an infeasible relaxation or by contradicting variable bounds, derived by domain propagation. The goal of conflict analysis is to learn from these infeasibilities, in order to prune the search tree more efficiently going forward.

2.2 Conflict Analysis in MIP

To a certain extent, conflict analysis techniques for MIP can also be applied within MINLP solvers that rely on LP-based branch-and-bound. Hence, we will look at MIP conflict analysis techniques in this subsection and discuss their limitations when carried-over one-to-one for solving MINLPs in the next subsection.

Here and in Section 3, we will assume the objective function of (1) to be linear. This happens without loss of generality, since a nonlinear objective function can be transformed into a constraint bounded by an artificial variable $z$ that is minimized.

Furthermore, whenever we will use standard MIP notation whenever considering a MIP or an LP. Therefore, we will denote the linear objective as $f(x) = c^T x$. Moreover, we treat the set of constraints $g_k(x) \leq 0, h_e(x) = 0$ as a constraint matrix of form $Ax \leq b$ by considering $-h_e(x) \leq 0$ and $h_e(x) \leq 0$ and moving the (potentially nonzero) constants of the affine functions to the right-hand side of the constraint matrix. Finally, the set $X$ is represented by the intersection of variable bounds $\ell \leq x \leq u$ with $\ell, u \in \mathbb{R}^n$, where $\mathbb{R} := \mathbb{R} \cup \{\pm \infty\}$. Hence a MIP reads as

$$\min\{c^T x \mid Ax \leq b, \ \ell \leq x \leq u, \ x_j \in \mathbb{Z} \forall j \in I\}.$$ (2)

Conflict analysis for MIPs has a long history, having its origin in artificial intelligence (Stallman and Sussman 1977) and solving satisfiability problems (SAT) (Marques-Silva and Sakallah 1999). Similar ideas are used in constraint
programming (CP) (e.g., Ginsberg 1993, Jiang et al. 1994). Integrations of
these techniques into MIP were independently suggested in (Davey et al. 2002,

If infeasibility is encountered by domain propagation, modern SAT and MIP
solvers construct a directed acyclic graph which represents the logic of how the
set of branching decisions led to the detection of infeasibility. This graph is
called the conflict graph. Valid conflict constraints can be derived from cuts
in the graph that separate the branching decisions from an artificial vertex
representing the infeasibility. Based on such a cut, a conflict constraint consists
of a set of variables with associated bounds, requiring that in each feasible
solution at least one of the variables has to take a value outside these bounds.

If the LP relaxation of a subproblem with local bounds \( \ell' \) and \( u' \) turns out
to be infeasible, it is necessary to identify a set of variables and bound changes
that are sufficient to render the infeasibility. Such a set, the so-called dual proof
constraint, see, e.g., Witzig et al. (2017, 2019a), can be constructed by using LP
duality theory that states that exactly one of the systems

\[
Ax \leq b, \quad \ell' \leq x \leq u'
\]

\[
y^T A + r^u - r^l = 0, \quad y^T b + \sum_{j \in N} (r^u_j u'_j - r^l_j \ell'_j) < 0, \quad y, r^l, r^u \geq 0
\]

can be satisfied. System (4) implies a proof of infeasibility with respect to the
local bounds

\[
0 > y^T b + \sum_{j \in N} (r^u_j u'_j - r^l_j \ell'_j) \iff 0 > y^T b - (y^T A)\{\ell', u'\} \iff (y^T A)\{\ell', u'\} > y^T b,
\]

where \( A_j \) denotes the \( j \)-th column of constraint matrix \( A \) and \((y^T A)\{\ell', u'\} := \sum_{j \in N: y^T A_j > 0} (y^T A_j)\ell'_j + \sum_{j \in N: y^T A_j < 0} (y^T A_j)u'_j\). Thus, \((y^T A)\{\ell', u'\}\) is equivalent
to the minimal activity with respect to the local bounds \( \ell' \) and \( u' \). Consequently, every feasible solution has to satisfy

\[
(y^T A) x \leq y^T b,
\]

which is called a dual proof constraint; it is a globally valid constraint because
it is a conic combination of all globally valid constraints. Thereby, dual proof
constraints are a special case of Benders cuts (Benders 1962). The (initial)
dual proof constraint is used as a starting point for conflict graph analysis or
dual proof analysis. As defined by Witzig et al. (2019a), dual proof analysis
denotes the non-trivial modification of dual proof constraints, e.g., by lifting or
elimination techniques. Both, the constraints resulting from dual proof analysis
and conflict constraints, are typically used for propagation in the remainder of
the MIP search, but they are not added to the LP relaxation.

Note that in MIP, conflict graph analysis might yield several conflicts per
infeasibility. These might be of a disjunctive nature that is not necessarily
linear, see Achterberg (2007a). In contrast, dual proof analysis yields exactly one linear constraint.

For further details on conflict analysis in MIP we refer to Achterberg (2007a) and Witzig et al. (2019a) and the references therein. In this paper, we will focus on dual proof analysis for MINLP.

2.3 Conflict Analysis in MINLP

Only few publications are dealing with infeasibility in MINLP. Most of the literature is restricted to certain classes of MINLPs, e.g., conic certificates for convex MINLPs (Coey et al. 2020) which has been proven to be very successful on mixed integer second-order cone (MISOCP) problems. Purely theoretical results for mixed integer semidefinite programs (MISDP) were recently published in Kellner et al. (2019). Both publications deal with MINLPs that are infeasible as a whole, and not with the analysis of infeasible subproblems to learn information during the solution process.

For MINLP algorithms that are based on solving LP relaxations, in particular, for OA- and ECP-based solvers, conflict analysis methods for MIP can be applied under certain conditions. To this end, let us first recap the idea of constructing an LP relaxation for an MINLP.

During the tree search, nonlinear functions are approximated by linear functions if they are violated by a relaxation solution. Let $\tilde{x}$ be a relaxation solution with $g_k(\tilde{x}) > 0$. If $g_k$ is convex, a so-called gradient cut

$$g_k(\tilde{x}) + \nabla g_k(\tilde{x})(x - \tilde{x}) \leq 0$$

is added. If $g_k$ is nonconvex, convex underestimators are used to relax $g_k$. For products of two variables, these are the so-called McCormick underestimators (McCormick 1976). More general nonlinear functions are typically decomposed into functions of a single variable, for which explicit underestimators are known, and products of two variables. If such an underestimator itself is linear, it is added to the LP relaxation directly, otherwise a gradient cut for the underestimator is derived (e.g., Vigerske and Gleixner 2018, Belotti et al. 2013). Note that gradient cuts derived from convex functions are globally valid, while underestimators for non-convex functions (and their gradient cuts) typically involve some local bounds and are hence not globally valid. They are locally valid at the node for which they were created and its descendants.

For a subproblem $s$ during the tree search, let $G^s := \{l^s_1, \ldots, l^s_q\}$ be the index set of all linear approximations of all $g_k$ with $k \in \mathcal{K}$ that have been added at the node corresponding to $s$ or any of its ancestors. Hence, it is the current set of (local) linear relaxation cuts; all are valid at $s$. Let $G^s$ be the matrix containing all of these linearizations and $d^s$ be the corresponding right-hand sides. Thus, the LP relaxation solved for subproblem $s$ reads as

$$\min \{ c^T x \mid Ax \leq b, \ G^s x \leq d^s, \ \ell' \leq x \leq u' \}.$$ (6)
We denote the set of linearizations added at the root node by \( G^0 \). During (spatial) branch-and-bound the set of linearizations expands along each path of the tree: It holds that \( G^0 \subseteq G^{s_1} \subseteq \ldots \subseteq G^{s_p} \subseteq G^s \) for each path \((0, s_1, \ldots, s_p, s)\). In analogy to solving MIPs, if (6) is infeasible each ray \((y, w, r^l, r^u)\) in its dual can be used to construct a proof of local infeasibility. Here, \( y_i \) are the dual variables corresponding to \( A_i \cdot x \), \( w_l \) are the dual variables corresponding to \( G^s l \cdot x \) for all \( l \in G^s \), and \( r^l, r^u \) denote the reduced costs (the duals of the lower and upper bound constraints) of every variable \( x_j \). Note that the reduced costs of \( x_j \) are given by \( c_j - y^T A \cdot j - w^T G^s \cdot j \).

Hence, a local infeasibility proof with respect to the local bounds \( \ell' \) and \( u' \) is given by

\[
 y^T b + w^T d^s + \sum_{j \in N} (r^l_j u'_j - r^u_j \ell'_j) < 0.
\] (7)

In contrast to (5) the constraint

\[
 y^T A x + w^T G^s x \leq y^T b + w^T d^s
\] (8)

is not globally valid in general because linearizations of nonconvex constraints might rely on intermediate local bounds. Conflict graph and dual proof analysis as introduced in Achterberg (2007a) and Witzig et al. (2017, 2019a) only consider globally valid reasons of infeasibility. To this end, the locally valid constraint (8) is relaxed to a globally valid constraint, considering only the dual multipliers for the original linear system \( Ax \leq b \) and the globally valid linearization \( G^0 \leq d^0 \):

\[
 y^T A x + \bar{w}^T G^s x \leq y^T b + \bar{w}^T d^s,
\] (9)

where \( \bar{w}_l := w_l \), if \( l \in G^0 \), and \( \bar{w}_l := 0 \), otherwise. In general, this relaxed constraint might not prove infeasibility of subproblem \( s \). If, however, (9) is a valid proof of local infeasibility, i.e., no locally valid linearization is needed to prove local infeasibility, we can use a relaxed infeasibility certificate

\[
 y^T b + \bar{w}^T d^s + \sum_{j \in N} (\bar{r}^l_j u'_j - \bar{r}^u_j \ell'_j) < 0,
\] (10)

with \( \bar{r} := c_j - y^T A \cdot j - \bar{w}^T G^s \cdot j \), to generate conflict constraints. In this case, (10) is an alternative infeasibility proof for subproblem \( s \), no locally valid linearization is needed to prove local infeasibility, and all conflict analysis techniques known from MIP can be used straightforward. As reported in Witzig et al. (2019b), this situation could only be observed in 5% of all infeasible subproblems. This observation corresponds to the result reported in Vigerske and Gleixner (2018) that applying conflict analysis techniques as used for solving MIPs has almost no impact when solving MINLPs. In the vast majority of cases, at least one locally valid linearization cut is needed to prove local infeasibility, and MIP conflict analysis cannot be readily applied. This brings us to the idea of local dual proofs.
3 Local Dual Proofs for LP-based Branch-and-Bound

In MIP, both conflict graph analysis and dual proof analysis rely on globally valid proofs. In most MIP solvers, local cuts are applied rarely, if at all. This is very different for non-convex MINLP solvers which rely on local linearization cuts.

The crucial question is how to deal with linearization cuts that are only locally valid. Note that the same question might rise within a MIP solver using local cuts, e.g., FICO Xpress. Analogous to MINLP, local cuts in MIP are based on variable bounds that are not globally valid.

To incorporate local linearizations of nonlinear constraints we propose lifting infeasibility proofs as far as possible towards the root. This idea is motivated by two observations. First, an infeasibility proof at a subproblem $s$ of an LP-based branch-and-bound does not necessarily need to contain linearization cuts of nonconvex constraints created at the current node. Second, LP infeasibility proofs are typically not minimal. Consequently, it might be possible to set some of the proof’s coefficients to zero and still have a valid proof of infeasibility, see also (Achterberg 2007a). This brings us to the idea of performing a greedy search for a set $\hat{G}$ with $G^0 \subseteq \hat{G} \subseteq G^s$, such that $\hat{G}$ gives rise to an infeasibility proof

$$y^Tb + \hat{w}^Td^s + \sum_{j \in N} (\hat{r}_j^yu_j' - \hat{r}_j^\ell_j') < 0 \quad (11)$$

of subproblem $s$. Here, $\ell'$ and $u'$ are the local bounds at node $s$ and $\hat{w}_l$ is defined as $\hat{w}_l := w_l$, if $l \in \hat{G}$, and $\hat{w}_l := 0$, otherwise; consequently, $\hat{r}$ reads as $\hat{r}_j := c_j - y^TA_j - \hat{w}^TG^s_j$. The goal of the greedy search is to minimize $\hat{s} = 0, \ldots, s$, such that $\hat{G} \subseteq G^{\hat{s}}$.

It follows that the dual proof constraint derived from the infeasibility certificate (11) is valid for the search tree induced by subproblem $\hat{s}$. Hence, the infeasibility proof might be lifted to an ancestor $\hat{s}$ of the subproblem $s$ it was created for, if all local information used for the proof were already available at $\hat{s}$. In other words, node $\hat{s}$ is the ancestor of $s$ closest to the root for which we can reduce the infeasibility proof such that is still a valid proof, but only uses globally valid linearizations plus local linearizations that have been created at $\hat{s}$ or one of its ancestors (but no local linearizations from the nodes between $\hat{s}$ and $s$ or $s$ itself).

Note that it would be possible to apply conflict graph analysis to (11), too. However, this would introduce a computational overhead because the order of locally applied bound changes and separated local linearizations needs to be tracked and maintained. Hence, we refrain from applying conflict graph analysis on locally valid infeasibility certificates in our implementation.
4 Nonlinear Dual Proofs for NLP-based Branch-and-Bound

Recall that next to LP/MIP-based branch-and-bound, another common method to solve MINLPs is NLP-based branch-and-bound. In this section, we will discuss theoretical considerations how conflict analysis can be directly applied to convex nonlinear relaxations of MINLPs. More precisely, we will describe how a generalization of LP dual proof analysis can be derived from the KKT conditions of convex NLPs. For ease of notation, we will assume in this section that the MINLP itself is convex, but all methodology can be generalized to convex relaxations of nonconvex MINLPs.

Given a convex MINLP

\[
\min_{x \in X} \{ f(x) \mid g_k(x) \leq 0 \ \forall k \in K, \ h_e(x) = 0 \ \forall e \in E, \ x_j \in \mathbb{Z} \ \forall j \in \mathcal{I} \},
\]

where \( f, g_k \) are convex, continuously differentiable functions over \( \mathbb{R}^n \) and \( h_e \) are affine functions. For every optimal solution \( x^* \) of (12) of the (convex) NLP relaxation of (12) there exists \( \lambda \geq 0 \) such that it holds that

\[
\nabla f(x^*) + \sum_{k \in K} \lambda_k \nabla g_k(x^*) + \sum_{e \in E} \mu_e \nabla h_e(x^*) = 0
\]

(13)

\[
\lambda_k g_k(x^*) = 0.
\]

(14)

These conditions originate from the so-called Karush-Kuhn-Tucker-Conditions (Kuhn and Tucker 1951). The left-hand side of Equality (13) is the gradient of the Lagrangian function

\[
\mathcal{L}(x, \lambda, \mu) := f(x) + \sum_{k \in K} \lambda_k g_k(x) + \sum_{e \in E} \mu_e h_e(x),
\]

(15)

with \( \lambda \geq 0 \) and \( \mu \in \mathbb{R}^{|E|} \). The Lagrangian dual function \( q: \mathbb{R}^{|K|} \times \mathbb{R}^{|E|} \mapsto \mathbb{R} \) is defined as

\[
q(\lambda, \mu) := \inf_{x \in X} \mathcal{L}(x, \lambda, \mu).
\]

(16)

Further, the dual problem of (12) is given by maximizing the Lagrangian dual function

\[
\sup_{\lambda \geq 0, \mu} q(\lambda, \mu) := \sup_{\lambda \geq 0, \mu} \inf_{x \in X} \mathcal{L}(x, \lambda, \mu)
\]

(17)

and yields the tightest lower bound on the optimal value of (12). If (12) is infeasible a proof of infeasibility can be derived from the following nonlinear version of Farkas’ Lemma, introduced in Avriel (2003, Theorem 3.2):

**Theorem 1** Let \( g_k : \mathbb{R}^n \mapsto \mathbb{R} \) with \( k \in K \) be convex, continuously differentiable functions over \( \mathbb{R}^n \), \( h_e : \mathbb{R}^n \mapsto \mathbb{R} \) with \( e \in E \) be affine functions, and \( x^* \in X \). Exactly one of the following systems will be satisfied.
(a) There exists \((\lambda^*, \mu^*) \in \mathbb{R}^{|K| \times |E|}\) with \(\lambda^* \geq 0\) such that

\[
\nabla_x L(x^*, \lambda^*, \mu^*) = \nabla f(x^*) + \sum_{k \in K} \lambda^*_k \nabla g_k(x^*) + \sum_{e \in E} \mu^*_e \nabla h_e(x^*) = 0
\]

\[
\lambda^*_k g_k(x^*) = 0, \quad g_k(x^*) \leq 0 \quad \forall k \in K
\]

\[
h_e(x^*) = 0 \quad \forall e \in E.
\]

(b) For all \((\lambda^*, \mu^*) \in \mathbb{R}^{|K| \times |E|}\) with \(\lambda^* \geq 0\) such that

\[
L(x, \lambda^*, \mu^*) = f(x) + \sum_{k \in K} \lambda^*_k g_k(x) + \sum_{e \in E} \mu^*_e h_e(x) > 0
\]  

holds for all \(x \in X\).

In other words, the (primal) NLP relaxation of MINLP (12) is infeasible if and only if there exists an infinite direction \((\lambda^*, \mu^*)\) in the dual. Thus, \((\lambda^*, \mu^*)\) proves infeasibility of MINLP (12) and consequently

\[
\sum_{k \in K} \lambda^*_k g_k(x) + \sum_{e \in E} \mu^*_e h_e(x) \leq 0
\]

is a valid inequality for (12). It is a conic combination of the inequality constraints \(g_k(x) \leq 0\) plus a linear combination of the equations \(h_e(x) = 0\). Inequality (19) is the convex optimization analogue of the dual proof constraint (4).

Assume that constraint (19) is given as proof of infeasibility for a subproblem within an NLP-based branch-and-bound. If no local cuts are involved in the infeasibility proof, inequality (19) is a globally valid convex nonlinear constraint. Note in this context that gradient cuts are globally valid.

Clearly, inequality (19) holds for all non-negative \(\lambda^*\). The following observation makes the concrete \((\lambda^*, \mu^*)\) from the nonlinear infeasibility proof interesting to use as global information inside a branch-and-bound tree search for convex MINLP. Consider the linearization at an infeasible point \(x^* \in X\)

\[
g_k(x^*) + \nabla g_k(x^*)^T (x - x^*) \leq 0 \quad \Leftrightarrow \quad \nabla g_k(x^*)^T x \leq \nabla g_k(x^*)^T x^* - g_k(x^*) \quad \forall k \in K.
\]

Then, the corresponding dual multipliers \(\lambda^*, \mu^*\) give the linear Farkas system

\[
\sum_{k \in K} \lambda^*_k \nabla g_k(x^*) + \sum_{e \in E} \mu^*_e \nabla h_e(x^*) = 0
\]

\[
\sum_{k \in K} \lambda^*_k (\nabla g_k(x^*)^T x^* - g_k(x^*)) + \sum_{e \in E} \mu^*_e \nabla h_e(x^*)^T x^* < 0.
\]

Thus, for every infeasible convex MINLP an LP relaxation can be constructed from which a linear proof of infeasibility can be derived. This could be done by linearizing all nonlinear constraints \(g_k\) with \(\lambda_k > 0\) at an (arbitrary) infeasible
However, using a linear dual proof constraint derived from (21) will in general be weaker than the nonlinear dual proof (19). An illustration of the strength of linear and nonlinear underestimators is given in the following example and Figure 1.

**Example 2** Consider the following convex nonlinear system.

\[
g_1(x, y) : \quad (x - 1)^2 - y \leq 0 \\
g_2(x, y) : \quad (x + 1)^2 - y \leq 0
\]

with \(x, y \geq 0\), see Figure 1a. Assume we perform a branching \(y \leq \frac{1}{2}\), thereby rendering the system infeasible by a local bound change. Then, \(\lambda_1 = \lambda_2 = \frac{1}{2}\), together with \(\lambda_3 = 1\) for the branching constraint, are valid dual multipliers proving infeasibility. Linearizing \(g_1\) and \(g_2\) at the infeasible point \((0, \frac{1}{2})\) gives

\[
2x - y + \frac{1}{2} \leq 0 \quad \text{and} \quad -2x - y + \frac{1}{2} \leq 0.
\]

Aggregating both linearizations, see Figure 1b, with \(\lambda_1, \lambda_2\) yields \(-y + \frac{1}{2} \leq 0\) as a linear dual proof constraint. The linear dual proof constraints proves infeasibility for \(y < 0.5\). In contrast to that, aggregating both nonlinear constraints \(g_1\) and \(g_2\) yields the nonlinear dual proof constraint \(x^2 + 1 - y \leq 0\), see Figure 1c. The nonlinear dual proof constraint proves infeasibility for \(y < x^2 + 1\), which is stronger than the linear proof.

As in the case of dual proof analysis for MIP, inequality (19) is a single inequality that would have directly provided an infeasibility proof. If (19) had been part of the constraint set, the relaxation would not have to be solved for the current subproblem; instead, infeasibility could have been proven by domain propagation.

The hope (which is true for MIP) is that (19) is a good candidate to detect infeasibility by propagation (under the use of integrality information) in other parts of the search tree, and might be a meaningful aggregation of problem
constraints to create cuts from. As in the MIP case, infeasibility information might be used in other contexts, consider hybrid branching (Achterberg and Berthold 2009), conflict-driven diving heuristics (Witzig and Gleixner 2019), and also rapid learning (Berthold et al. 2010, 2019).

For many NLP solvers, in particular dual active set methods (Murty and Yu 1988, Nocedal and Wright 2006, Forsgren et al. 2016) and barrier algorithms (Mehrotra 1992, Mészáros 1999, Wächter and Biegler 2006), dual multipliers will be readily available. The added advantage of active set methods is that they typically yield a sparse dual weight-vector ($\lambda, \mu$).

5 Nonlinear Dual Proofs: Implementation Aspects

In this section, we introduce a dual multiplier filtering heuristic, which proved to be an important details of our implementation, and we discuss the impact of different types of NLP solvers on the presented algorithms.

5.1 Dual Multiplier Filtering Heuristic

Let ($\lambda^*, \mu^*$) be a set of dual multipliers proving infeasibility of (12). The support of ($\lambda^*, \mu^*$) is not minimal in general; Every set of dual multipliers ($\bar{\lambda}, \bar{\mu}$) with $\text{supp}(\lambda^*) \subseteq \text{supp}(\bar{\lambda})$ and $\text{supp}(\mu^*) \subseteq \text{supp}(\bar{\mu})$ satisfying (18) yields a (nonlinear) dual proof. Hence, we might be able to obtain a dual proof involving less of the original problem constraints simply by setting some of the dual multipliers to zero. In particular, in some cases it might be possible to remove entire classes of constraints in this fashion.

In our implementation we always try to prefer linear dual proofs over nonlinear ones. One reason for preferring linear constraints is the fast propagation compared to nonlinear constraints in general, i.e., linear time in the number of nonzero variables compared to linear time in the number of expressions. Moreover, quadratic constraints are preferred over general nonlinear. Therefore, we subsequently check whether the following constraints prove infeasibility:

1. $\sum_{e \in E} \mu^*_e h_e(x) \leq 0$
2. $\sum_{i \in Q} \lambda^*_i g_i(x) + \sum_{e \in E} \mu^*_e h_e(x) \leq 0$, where $Q := \{ i \in K \mid g_i \text{ is quadratic} \}$
3. $\sum_{i \in K} \lambda^*_i g_i(x) + \sum_{e \in E} \mu^*_e h_e(x) \leq 0$

and immediately stop if we found a valid proof.

Analogous to linear dual proof constraints, nonlinear dual proof constraints are used only for propagation within our implementation.
5.2 Interior Point vs. Active Set Methods

The preferred technique for solving the relaxations within an LP-based (spatial) branch-and-bound is the dual Simplex algorithm (Lemke 1954). Simplex-based LP solvers typically provide the dual multipliers proving local infeasibility. However, the set of dual multipliers returned by the Simplex algorithm is not minimal in general. Note, calculating a maximally sparse vector of dual multipliers that is sufficient to render infeasibility is strongly \( \mathcal{NP} \)-hard (Chakravarti 1994). Such a set of multipliers is well-known as minimal irreducible infeasible set (minIIS) (e.g., Chinneck and Dravnieks 1991, Gleeson and Ryan 1990).

Similar to LP solvers, dual multipliers are readily available in many NLP solvers. This holds in particular for dual active set methods (e.g., Murty and Yu 1988, Nocedal and Wright 2006, Forsgren et al. 2016) and barrier algorithms (e.g., Mehrotra 1992, Mézáros 1999, Wächter and Biegler 2006). A major advantage of active set methods is that they typically yield a sparse dual weight-vector \((\lambda, \mu)\). Like in the linear case, the problem is that the initial reason will typically be too large to be meaningful. Intuitively, one would expect that a sparse vector of dual multipliers might lead to nonlinear dual proofs with a smaller support. Of course, this intuition is not true in general but it is worthwhile to investigate whether active set methods lead to nonlinear dual proofs that are more effective than those generated with a dense vector of multipliers, like it is the case for barrier algorithms. We support both types of NLP solvers within our implementation and compare their impact on dual proof analysis as part of our computational study.

6 Computational Results

In our computational study, we address three questions:

- When solving general MINLPs with an LP-based branch-and-bound, what is the impact of using a combined approach of applying (global) dual proof analysis in addition to conflict graph analysis?

- Given that local linearization cuts often prohibit finding globally valid proof constraints: What is the impact of our suggested strategy to generate local dual proofs when solving nonconvex MINLPs with an LP-based branch-and-bound?

- When solving general MINLPs with an NLP-based branch-and-bound approach, what is the impact of our newly proposed nonlinear dual proofs?

In order to answer these three questions, we carried out an extensive computational study. In the first part of this section, we analyze the impact of LP-based conflict analysis in SCIP within an LP-based branch-and-bound. To do so, we compare SCIP without LP-based conflict analysis (nolpinf) against SCIP using conflict graph analysis solely (confgraph), and SCIP using a combined approach of conflict graph analysis and dual proof analysis (combined).
In the second part of this section, we compare nolpinf with combined and an extension of combined that exploits locally valid dual proof constraints. We refer to the latter as combined-local. Note again that for convex MINLPs, all proof constraints are globally valid. Consequently, this part of the study is only conducted for nonconvex MINLPs.

In the last part of this section, we present computational results on the impact of nonlinear dual proof constraints. Based on an NLP-based branch-and-bound, we compare SCIP without conflict analysis (noconflict) to SCIP applying conflict graph analysis to infeasibilities derived during constraint propagation (nolpinf). Further, we compare both settings to SCIP deriving nonlinear dual proof constraints from infeasible convex NLP relaxations (nlpinf).

All experiments were performed with the academic solver SCIP (git hash fd3e45275d, based on SCIP 6.0.2) (Gleixner et al. 2018). For the results presented in Sections 6.1 and 6.2, we used SoPlex 4.0.0 as LP solver. For the results presented in Section 6.3, we used Ipopt 3.12.11 (Wächter and Biegler 2006) and FilterSQP (Fletcher and Leyffer 1998) as NLP solvers.

To evaluate the generated data, we used the interactive performance evaluation tool (IPET)\(^8\). We ran the experiments on a cluster of identical machines equipped with Intel Xeon E5-2690 CPUs with 2.6 GHz and 128 GB of RAM; a time limit of 7200 seconds was set. To account for the effect of performance variability (Lodi and Tramontani 2013) all experiments were performed with three different constraint permutations. We used MINLPLib\(^9\) as a test set, excluding instances that are purely continuous, i.e., do not contain any integer variables. This test set consists of 1029 publicly available MINLP problems. Every combination of MINLP problem and permutation is treated as an individual observation, effectively resulting in a test set of 3087 instances. We will use the term “instance” when referring to a problem-permutation combination.

All tables shown in the remainder of this section contain aggregated results. Detailed results with instance-wise computational results can be found in a GitHub repository\(^10\). Note that for every table we excluded instances that either could be solved at the root node by all settings or for which at least one setting finished with numerical violations.

The tables in this paper distinguish between instances for which every considered setting hit the time limit (timelimit) and instances that could be solved by at least one considered setting (1-opt). The set 1-opt is further divided into affected instances and into a hierarchy of increasingly harder classes “≥k”. We call an instance affected when it did not take the same solution path for all settings of the respective table. Class “≥k” contains all affected instances for which at least one setting needed at least k seconds. As explained by Achterberg and Wunderling (2013), this excludes instances that are “easy” for all settings in an unbiased manner. Moreover, if both convex and nonconvex MINLPs are considered, the respective table distinguishes between convex and nonconvex affected instances.

\(^{8}\)https://github.com/GregorCH/ipet
\(^{9}\)http://www.minlplib.org/, git hash a71254dc
\(^{10}\)https://github.com/jakobwitzig/conflict-analysis-minlp
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For every group of instances the tables show:

- the number of instances in the respective group (2\textsuperscript{nd} column: 
  #),
- the number of solved instances (S)
- the shifted geometric mean of run time, where a shift of 1 was used (T)
- the relative run time with respect to the baseline setting (T_Q)
- the shifted geometric mean of tree nodes, where a shift of 100 was used (N)
- the relative number of tree nodes with respect to the baseline setting (N_Q)
- the dual integral with respect to the best know primal solution (DI)
- the relative dual integral with respect to the baseline setting (DI_Q)

Relative solving times of setting \( s \) are defined by the quotient \( t_s / t_b \), where \( t_s \) is the mean solving time of setting \( s \) and \( t_b \) is the mean solving time of setting \( b \) that is used as a baseline. An analogous definition holds for explored branch-and-bound nodes and the dual integral. Thus, a number less than one implies that the setting \( s \) is superior and a number greater than one implies that it is inferior to the baseline setting \( b \). In the following tables, an improvement or deterioration by at least 5\% is highlighted in bold and blue or italic and red, respectively.

The (relative) number of nodes is computed over the set of instances that could be solved by all settings. For the group 1-opt, 1376 out of 1403 (Table 1), 606 out of 632 (Table 2), and 598 out of 626 (Table 3) fulfilled this criterion.

### 6.1 LP-based Conflict Analysis

In this section, we address our first question of what the impact of LP-based conflict analysis is when solving MINLPs with an LP-based branch-and-bound. Table 1 summarizes our findings. It compares three different settings: \texttt{nolpinf} for a version of SCIP that does not use LP-based conflict analysis, \texttt{confgraph} for a version of SCIP that applies conflict graph analysis to infeasible LP relaxations, and \texttt{combined} for a version of SCIP that uses dual proof analysis in addition to conflict graph analysis for infeasible LPs. The setting \texttt{confgraph} is the default setting of SCIP and corresponds to what has been used by Vigerske and Gleixner (2018), which to the best of our knowledge is the only computational study of conflict analysis techniques for MINLP so far.

Our results confirm the findings of the named paper that the impact of conflict graph analysis on the overall running time is marginal, yet slightly positive. Not surprisingly, the technique works better on the subset of convex MINLPs, a distinction the authors did not consider. Our results indicate that applying dual proof analysis in addition to conflict graph analysis is beneficial.
Table 1: Impact on LP-based branch-and-bound when using a combined approach of dual proof and conflict graph analysis: aggregated computational results on MINLPLib.

<table>
<thead>
<tr>
<th></th>
<th>nolpinf</th>
<th>confgraph</th>
<th>combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>1-opt</td>
<td>1403</td>
<td>1387</td>
<td>15.64</td>
</tr>
<tr>
<td>timeout</td>
<td>1022</td>
<td>0.7290.09</td>
<td>231826</td>
</tr>
<tr>
<td>affected</td>
<td>908</td>
<td>892</td>
<td>31.04</td>
</tr>
<tr>
<td>≥10</td>
<td>553</td>
<td>537</td>
<td>148.40</td>
</tr>
<tr>
<td>≥100</td>
<td>295</td>
<td>279</td>
<td>646.17</td>
</tr>
<tr>
<td>≥1000</td>
<td>131</td>
<td>115</td>
<td>2173.90</td>
</tr>
<tr>
<td>convex</td>
<td>485</td>
<td>483</td>
<td>17.67</td>
</tr>
<tr>
<td>nonconvex</td>
<td>423</td>
<td>409</td>
<td>58.52</td>
</tr>
</tbody>
</table>

We observed an overall speedup of 3%, with speedups of 8% and more on instances that take more than 100 seconds, more than 1000 seconds to solve, and on the subset of convex MINLPs. This goes hand in hand with a significant reduction of the average search tree size and an improvement in the dual integral of more than 10% for many subsets that we considered. Notably, also for the set of instances that timed out with all settings, we observed an improvement in the dual integral by about 7%.

Similar to what is known from solving MIPs, our results indicate that conflict analysis for MINLPs works especially well for infeasible instances and feasibility instances, i.e., for instances where the tree is not pruned by bounding with respect to an incumbent solution. For such instances, we observed an above average speedup of 24% (confgraph) and 38% (combined) compared to noconflict. However, this group of instances forms a rather small part of our test set (33 in 1-opt, 14 affected).

As expected, for nonconvex MINLPs, the technique is almost performance-neutral. Globally valid proofs could rarely be constructed, therefore the benefit on a few instances is compromised by a slight computational overhead on many instances. It is worth mentioning that we could solve eight more nonconvex MINLPs when using dual proof analysis.

6.2 LP-based Local Dual Proofs

In this section, we address our second question of what the impact of generating local dual proofs is when solving nonconvex MINLPs with an LP-based branch-and-bound. Table 2 depicts our results. Columns nolpinf and combined take the same meaning as before. Column combined-local shows the performance of a version that generates both, conflict constraints and dual proof constraints that are allowed to be locally valid. We see that for harder instances, the impact of standard conflict analysis is even slightly negative. In marked contrast, employing local dual proofs for nonconvex MINLPs led to a performance im-

\footnote{We call an instance a feasibility instance, if the optimal value of its relaxation matches the optimal solution value}
Table 2: Impact of using local dual proof within LP-based branch-and-bound: aggregated computational results on the subset of nonconvex instances of MINLPLib.

<table>
<thead>
<tr>
<th></th>
<th>nolpinf</th>
<th>combined</th>
<th>combined-local</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>1-opt</td>
<td>632</td>
<td>614</td>
<td>31.62</td>
</tr>
<tr>
<td>timeout</td>
<td>862</td>
<td>0.7200</td>
<td>0.00</td>
</tr>
<tr>
<td>affected</td>
<td>441</td>
<td>423</td>
<td>58.63</td>
</tr>
<tr>
<td>≥ 10</td>
<td>309</td>
<td>291</td>
<td>191.87</td>
</tr>
<tr>
<td>≥ 100</td>
<td>179</td>
<td>161</td>
<td>736.74</td>
</tr>
<tr>
<td>≥ 1000</td>
<td>80</td>
<td>62</td>
<td>2593.38</td>
</tr>
</tbody>
</table>

The impact on the number of branch-and-bound nodes is roughly similar to the impact on running time. The dual integral, however, seems to be hardly affected. This can partially be explained by this technique being local and thereby only affecting the part of the tree that is currently being processed. In classical conflict analysis, the generation of new globally valid constraints might, e.g., trigger an immediate reduction of global variable bounds by propagating the new constraints, which in turn might raise the global (not only the local) dual bound. It should be said, though, that on the set of instances that timed out with all settings, we did observe an improvement for the dual integral. Overall, the results give a strong indication that the generation of local infeasibility proofs for nonconvex MINLPs is beneficial.

Figure 2 visualizes the effect of lifting locally valid dual proofs, in an instance-wise manner. For every nonconvex MINLP in our test set where at least 50 infeasible LP relaxations were encountered (1142 instances) we analyzed the reduction of depth at which the dual proof is valid. More precisely, for each instance we calculated the following three percentages:

- The portion of dual proofs for which at least one linearization cut that is only valid at the current node is needed to prove infeasibility (group "local"). For such proofs, no depth reduction is possible and they have to be discarded.
- The portion of dual proofs for which no locally valid linearization cut is needed (group "global"). These proofs are globally valid and can be lifted to the root node. Hence, they can be used for propagation throughout the remainder of the search.
- The portion of dual proofs for which at least one local linearization cut is needed, but none of the current node. These proofs are locally valid at
some ancestor of the current node, but not at the root. They can be used for searching parts of the tree which share that ancestor and are therefore added as locally valid constraints to the named ancestor node. (group "lifted").

For each group the figure shows a box-plot (McGill et al. 1978), where the box ranges indicates the second and the third quartile. The median is marked with a bold, horizontal solid line, each instance outside the box is indicated by a dot.

The left box plot shows that it is a common case that most proofs are only locally valid and, therefore, have to be discarded. The median bar is at 77%, which means that for half of the considered instances, we could not lift the generated dual proof for at least 77% of all analyzed infeasible LPs. For 25% of the instances, this share was even larger than 93%. Note, however, that the 75%-percentile is comparably low, at 5%.

The right box plot shows that the next common case is proofs being globally valid. For 25% of the instances, more than 82% of the proofs could be lifted to the root node. The median is at 4%, which means that for 50% of the instances, at least 4% of the proofs could be lifted to the root. On 35% of the instances, we observed that no globally valid proof could be derived at all.

The middle box plot finally demonstrates two things. Firstly, it shows that some form of lifting to an inner node is possible in a majority of instances, though typically not for a large share of proofs. For half of the instances, at least 2% of the proofs could be lifted to an inner node and for 25% of the instances, at least 8% of the proofs could be lifted. Secondly, we observe that the outlier dots are all over the place. There are various instances for which a large share of dual proofs can be lifted to inner nodes.
Table 3: Impact of nonlinear dual proofs on NLP-based branch-and-bound: aggregated results on MINLPLib.

<table>
<thead>
<tr>
<th></th>
<th>noconflict</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>T</td>
<td>N</td>
<td>DI</td>
<td>S</td>
<td>TQ</td>
<td>NQ</td>
<td>DIQ</td>
<td>S</td>
<td>TQ</td>
<td>NQ</td>
<td>DIQ</td>
<td></td>
</tr>
<tr>
<td>1-opt</td>
<td>626</td>
<td>601</td>
<td>66.02</td>
<td>505</td>
<td>1303</td>
<td>0.937</td>
<td>0.948</td>
<td>0.950</td>
<td>623</td>
<td>0.766</td>
<td>0.887</td>
<td>0.877</td>
<td></td>
</tr>
<tr>
<td>timeout</td>
<td>1660</td>
<td>0.7200.09</td>
<td>324698</td>
<td>0.1000</td>
<td>-</td>
<td>0.916</td>
<td>0</td>
<td>1.000</td>
<td>0.910</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>affected</td>
<td>229</td>
<td>205</td>
<td>286.84</td>
<td>1529</td>
<td>3807</td>
<td>211</td>
<td>0.839</td>
<td>0.870</td>
<td>0.875</td>
<td>226</td>
<td>0.488</td>
<td>0.729</td>
<td>0.712</td>
</tr>
<tr>
<td>≥ 10</td>
<td>210</td>
<td>186</td>
<td>426.86</td>
<td>1987</td>
<td>4899</td>
<td>192</td>
<td>0.827</td>
<td>0.860</td>
<td>0.866</td>
<td>207</td>
<td>0.467</td>
<td>0.716</td>
<td>0.693</td>
</tr>
<tr>
<td>≥ 100</td>
<td>160</td>
<td>136</td>
<td>1918.40</td>
<td>3842</td>
<td>6909</td>
<td>142</td>
<td>0.789</td>
<td>0.826</td>
<td>0.834</td>
<td>157</td>
<td>0.466</td>
<td>0.708</td>
<td>0.644</td>
</tr>
<tr>
<td>≥ 1000</td>
<td>78</td>
<td>54</td>
<td>3197.11</td>
<td>9065</td>
<td>11166</td>
<td>60</td>
<td>0.759</td>
<td>0.852</td>
<td>0.771</td>
<td>75</td>
<td>0.404</td>
<td>0.741</td>
<td>0.478</td>
</tr>
<tr>
<td>convex</td>
<td>151</td>
<td>135</td>
<td>240.21</td>
<td>1132</td>
<td>5864</td>
<td>135</td>
<td>0.995</td>
<td>0.999</td>
<td>1.003</td>
<td>151</td>
<td>0.453</td>
<td>0.806</td>
<td>0.751</td>
</tr>
<tr>
<td>nonconvex</td>
<td>78</td>
<td>70</td>
<td>404.20</td>
<td>2756</td>
<td>1622</td>
<td>76</td>
<td>0.604</td>
<td>0.664</td>
<td>0.659</td>
<td>75</td>
<td>0.563</td>
<td>0.599</td>
<td>0.653</td>
</tr>
</tbody>
</table>

6.3 NLP-based Conflict Analysis

In this section, we address our third and final question of what the impact of generating nonlinear dual proofs is when solving MINLPs with an NLP-based branch-and-bound. Table 3 presents, to the best of our knowledge, the first computational results for applying conflict analysis within an NLP-based branch-and-bound algorithm. We show three different settings: noconflict for a version of SCIP that does not use any form of conflict analysis, nonlpinf for a version of SCIP that applies conflict graph analysis to infeasibilities found by domain propagation, and nlpinf for a version of SCIP that in addition uses dual proof analysis for infeasible NLPs.

For the experiments in this section, we extended SCIP to work as an NLP-based branch-and-bound solver, using Ipopt as NLP solver. In our implementation, we always solve a convex NLP relaxation of the possibly non-convex MINLP. The convex NLP relaxation consists of all linear constraints, non-linear constraints that are recognized by SCIP to be convex, and linear underestimators of non-convex constraints. Due to the plugin-based design of SCIP, a lot of the functionality could easily be inherited from the LP-based implementation. For example, the NLP-based solver features a fully-fledged presolving algorithm, advanced domain propagation/bound tightening procedures and involved branching rules based on pseudo-costs and other history information. However, some functionality is still missing in this prototype implementation, e.g., the separation of combinatorial cutting planes, or an NLP-equivalent to reduced cost fixing. Furthermore, while the LP-based branch-and-bound has undergone years of solver parameter fine-tuning, this does not hold true for our new NLP-based branch-and-bound implementation. Consequently, it can be expected that the results are somewhat more pronounced than for the LP-based case.

Nevertheless, the extent of this distinction came as a surprise to us. First of all, we see that conflict graph analysis from infeasibilities found in domain propagation already has a significant impact. It leads to an overall speedup of more than 6% and shows consistent improvements throughout the board for all our performance measures. The generation of nonlinear dual proofs from infeasible NLP relaxations excels. It reduces the overall running time by more
The results for the number of nodes and the dual integral are not as extreme, but still more than 20% in all subsets. On the set of instances where all methods timed out, the dual integral improved by 9%. Altogether, the results give clear evidence that the generation of nonlinear dual proofs helps to improve the performance of such algorithms.

In our implementation, we prefer linear infeasibility proofs derived from the nonlinear relaxation over quadratic infeasibility proofs and quadratic over general nonlinear infeasibility proofs, as described in Section 5.1. The set of instances that are affected by this dual multiplier filtering heuristic is comparably small, containing 75 instances. On this set of affected instances, however, we observe a clear performance improvement caused by the named heuristic. All three performance measures, the running time, the number of nodes and the dual integral, reduce significantly by 8%, by 2% and by 14%, respectively.

Finally, we made an additional experiment to investigate the impact of different NLP solving algorithms on the density of dual proofs as described in Section 5.2. The box plots in Figure 3 show that, as expected, the dual solutions generated by the active set method are much sparser than the ones from the interior point solver. When using an interior point solver, the average density of the dual solutions is larger than 40% for half of the instances for bound-exceeding proofs and larger than 32% for half of the instances for infeasibility proofs. When using an active set method, the median was at 16% and 9%, respectively. Consequently, the speedup achieved by dual proof analysis was slightly larger when using an active set method, but only in the range of one to two percent.
7 Conclusion

In this paper, we studied different ways to learn from infeasible subproblems when solving MINLPs. More precisely, we studied the impact of two different techniques – conflict graph analysis and dual proof analysis – and two different solution paradigms – LP-based branch-and-bound and NLP-based branch-and-bound – for convex and nonconvex MINLPs. Conflict graph analysis for MINLP has been previously described in the literature and shown to be of little impact. Although the generalization of dual proof analysis to LP-based branch-and-bound for MINLP is straight-forward, it has, to the best of our knowledge, not been studied before. We introduced a novel technique, lifting of local dual proofs for nonconvex MINLPs, and showed that a combination of conflict graph analysis and dual proof analysis lead to a speedup of more than 8% for convex MINLPs and 4.5% for nonconvex MINLPs in a state-of-the-art LP-based branch-and-bound solver.

The other main contribution of the paper is a generalization of dual proof analysis to NLP-based branch-and-bound for MINLP. We showed how to derive globally valid nonlinear constraints from the dual solution of a convex NLP relaxation of a local subproblem, using a variant of Farkas’ lemma based on KKT conditions. When implementing this technique within an NLP-based branch-and-bound solver, we observed a speedup of more than 20%. Our results clearly indicate that the analysis of infeasible subproblems plays an important role for the performance of global MINLP solvers and constitutes an interesting field of research.
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