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Abstract

Online restaurant aggregators, which connect diners with restaurants and organize the delivery of ordered meals, have experienced significant growth in recent years. Meal delivery logistics is quite challenging, primarily due to the difficulty in managing the supply of delivery resources, i.e., crowdsourced couriers, to satisfy dynamic and uncertain customer demand under very tight time constraints. In this paper, we study several questions in meal delivery operations focused on matching the correct levels of supply with demand. To ensure excellent customer service, delivery aggregators may, for example, decide to temporarily decrease demand during an operating day by temporarily reducing the delivery area for one or more restaurants. We show that such simple demand restriction strategies allow a significantly smaller fleet to meet service requirements. To simplify analysis, we focus on problem geometries that enable the use of stylized mixed integer programs to optimally deploy a fleet of couriers serving large numbers of orders. Applying the proposed framework to several scenarios with one and two depots, we conduct an extensive experimental study of the effects on system performance of (i) allowing courier sharing between multiple depots, (ii) relaxing the delivery deadlines of placed orders, and (iii) restricting demand through limited adjustment of the coverage of restaurants. The results demonstrate the potential effectiveness of different dispatch control and demand management mechanisms, in terms of both the required courier fleet size to serve requests and the coverage level of orders.
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1 Introduction

Advances in technology are changing the logistics and transportation industry in profound ways and at a rapid rate. One important trend has been the rise of digital transportation platforms, including those provided by the online restaurant aggregator market segment. Companies in this segment operate meal-ordering platforms which provide a list of restaurants where customers can place orders, and then subsequently arrange for the ordered meals to be delivered upon request. In 2015, the food delivery market was worth $11 billion in the US, and was predicted to grow at a 16% annual compound rate up to 2022, potentially to $210 billion [1]. Similar growth has been observed in the online restaurant aggregator segment [2].

Online meal ordering is convenient for customers. In 2017, more than 40% of the US population reportedly replaced meals at restaurants by ordering food for delivery [1]. At the same time, more people appear to dislike shopping at grocery stores and cooking at home [3].

Although the statistics above focus on the US food delivery market, this phenomenon is also occurring in other parts of the world [4]. In 2018, the worldwide online food delivery market revenue reached $82.7 billion (40% of which corresponds to China, and 20% to the US), and worldwide revenue is expected to increase to $164 billion by 2024 [5]. India is also exhibiting similar trends, where the popularity and number of food delivery apps is steadily growing [6].

Technological advances have not only enabled new business models but have also led to new and complex decision problems in the efficient operation of meal delivery systems. At the heart of operations is the matching of delivery resources to orders over time. Customer service expectations are high: meals should be delivered by so-called couriers a short time after being placed and an even shorter time after becoming ready; [7] refer to meal delivery as the ultimate challenge in last-mile logistics. Not only is there significant variability in order arrival patterns [8], there is also significant variability in courier behavior since most systems allow couriers to reject some delivery requests and cannot control courier repositioning after deliveries.

This operating environment requires both effective matching technology, i.e., assigning orders to couriers, but also effective demand and supply management. Traditionally, demand management techniques use dynamic pricing, i.e., adjusting the price charged for deliveries from a particular restaurant, but, given the fact that the prices charged for deliveries are very low, this may not be effective. Furthermore, as real-time pricing of delivery is likely to cause a negative reaction in diners, platforms avoid its usage [9, 10]. Alternative strategies involve adjusting the service coverage area associated with a restaurant and/or redirecting diner demand to restaurants that are easier to serve by reordering search results. Some research to date covers the former, whereas the latter has received little attention [11]. Our research seeks to better understand the potential of demand management by adjusting the service coverage area (what we refer to later on as radius management).

The meal delivery environment we consider is as follows: during a given operating period, diners place orders to restaurants (in the remainder sometimes called depots to stay close to the terminology commonly used in the vehicle routing literature), and the aggregator must assign these orders to couriers in such a way to deliver (most) orders on time (i.e., at or before the delivery time promised to the diner when the order is placed) while minimizing operating costs. The goal of this paper is to analyze the fundamental relationship between service and cost metrics in these systems. We consider two different models of customer service, one which requires orders to be delivered...
by a hard deadline and the other which has a target delivery time but allows some fraction of orders to be delivered between the target time and a (later) hard deadline. We measure cost primarily by the number of couriers required during the operating period.

We develop optimization models that seek to determine the minimum number of couriers required to meet service requirements. To simplify analysis, we study the relationship between service and cost in three stylized settings: (i) a single depot at one extreme of a single line segment serving orders that must be delivered at points on the line segment, (ii) a single depot at the end of multiple line segments serving orders that must be delivered at points on the line segments, and (iii) two depots at the opposite extremes of a line segment serving orders that must be delivered at points on the line segment from a specific depot. For simplicity, we assume that couriers follow the instructions of the decision maker and never reject offered delivery orders. For each of the settings, we provide an integer programming (IP) formulation that assumes perfect information, i.e., order placement times and delivery locations are known in advance. The results from these models allow us to provide insights to the following fundamental questions:

- For a given service requirement, a given number of couriers, and a given order arrival rate, what fraction of orders can be served (i.e., delivered at or before the delivery time promise)?
- For a given service requirement and a given order arrival rate, what is the minimum number of couriers needed to serve all orders?
- For a given service guarantee, a given number of couriers, and a given order arrival rate, what is the largest coverage area that a depot can serve?

To summarize, the main contributions of our research are:

- Developing an IP framework for studying supply and demand management mechanisms for online meal delivery environments; and
- Performing an extensive experimental analysis of the fundamental trade-offs in meal delivery operations, which provides valuable insight into the benefits of supply and demand management mechanisms.

The remainder of the paper is organized as follows. Section 2 discusses the relevant literature. Section 3 presents a detailed description of the settings considered in our research and introduces the associated IP formulations. Section 4 summarizes the results of our computational experiments. Finally, Section 5 gives concluding remarks.

2 Literature review

In its most general setting, the problem we study in this work is one in the family of dynamic vehicle routing problems [12] and more specifically is a dynamic pickup and delivery problem (dPDP) [13]. The existing literature on these type of problems is vast and has grown significantly over the past few decades, mainly due to the advances in technology and telecommunication.

One of the applications for recent research in dPDP problems is transport of persons. Examples of such are dial-a-ride, dial-a-flight and ride-sharing. The latter problem is similar to our problem, with a common fleet of drivers that must satisfy transportation requests on short-notice, each characterized by an origin-destination pair with time-
based service requirements [14]. Meal delivery problems are also part of the growing research area of dynamic delivery problems (dDP) [7], including same-day delivery problems. The growth of online retail in the last decades has attracted researchers to same-day delivery operations, with focus on both simplified analytic settings [15, 16, 17, 18] and real world situations [7, 19, 20, 21, 22]. In dDP problems, once a vehicle is dispatched to satisfy a set of deliveries, adjusting the route does not produce any benefit if travel times and costs do not change.

In the dDP literature, problems can be classified based on the availability of information. Static problems are those where all the information about orders and travel times is deterministic and known in advance [16, 17, 21]. Dynamic problems on the other hand, consist on settings where orders are revealed over time, and decisions are made only based on the revealed information [7, 20, 22]. If in addition, some of the parameters follow a probabilistic distribution and such information is available to the decision maker, then the problem is said to be stochastic. In our work we study a static meal delivery routing problem.

Routing problems with time constraints are reviewed in [23]. Static dDP problems are closely related to the multi-trip VRP with release dates (VRP-rd), and with both release dates and deadlines (VRP-rdd). In these problems, couriers may perform multiple trips from the depot to serve orders that have an earliest ready time (release date) at the depot. Additionally, in VRP-rdd settings, deliveries to customers must occur before a deadline. An example of the VRP-rd is the work by [24]. Here, the authors propose the multi-trip VRP-rd with time windows, where a fleet of capacitated couriers must serve all orders minimizing total travel distance. They propose a hybrid genetic algorithm to solve the problem, and empirically show its effectiveness. [25] study the VRP-rdd and develop a path relinking algorithm to minimize the convex sum of the total distance and total positive deviations (delays) from the target order delivery times.

The problems we analyze use simplified network topologies (i.e., customers distributed on a line or a star network), which helps avoiding the complexity of the routing sub-problem (by turning them into a scheduling problem). Thus primarily focusing on aspects related to capacity and demand management. There are multiple studies in the literature of transportation problems that simplify the routing component to focus on specific problem features, such as [11, 15, 16, 17, 26, 27, 28], some of which are able to meaningful insights despite the simplification. As we will see later, doing this allows us to easily model and solve different settings of interest that these works do not consider (e.g., multiple couriers, multiple depots, and problems with different objectives), and obtain managerial insights about the system’s delivery capacity and its capability of managing demand. To handle these additional complexities, we use integer programming formulations built on underlying time-expanded networks, directed networks whose vertices are pairs with both a location and a time point component. The use of these networks allows more flexibility when modeling time dependencies. Some applications of time-expanded networks include service network design [29, 30] and the time dependent TSP with time windows [31]. However, flexibility comes at the cost of efficiency in solving [32].

3 Problem description

3.1 Single depot setting

We consider a single depot located at one end, \( \tau_0 = 0 \), of the line segment \( [0, U] \) with \( U > 0 \). A set of orders, \( N = \{1, \ldots, n\} \) is placed on the depot, where each order \( j \in N \) specifies:
• a ready time \( r_j \in [0, U] \cap \mathbb{Z} \), which defines the earliest time it can be dispatched for delivery;
• a location \( \tau_j \in (0, U] \cap \mathbb{Z} \), representing its delivery location measured in travel time from the depot; and
• a due time \( \Delta_j \geq r_j + \tau_j, \Delta_j \in \mathbb{Z} \) where if order \( j \) is not delivered by time \( \Delta_j \), it is considered late (and is potentially lost).

Let \( T \equiv [0, T] \) be the operating period. Without loss of generality, we assume \( r_1 = 0 \) and \( r_j \leq r_{j+1}, \forall j \in N \) (with \( r_{n+1} \equiv T \)). Furthermore, at time \( r_j \) an available courier at the depot can be dispatched to deliver \( j \) along with any other orders \( i \) with \( r_i \leq r_j \) (no courier capacity). We assume that the times required for a courier to pick up or deliver orders are negligible when compared to travel times. Thus, given an order set \( J \subseteq N \) with \( \tau_J \equiv \max_{j \in J} \{ \tau_j \} \), a courier can deliver \( J \) and return to the depot in time \( 2\tau_J \). When \( J \) includes more than a single order, we say that the orders in \( J \) are bundled.

Suppose that there are \( m \geq 1 \) couriers that can make deliveries, each located at the depot at time 0 and required to return after their final delivery by time \( T \) (and therefore, \( 2U \leq T \); moreover, each order \( j \in N \) is assumed to satisfy \( r_j + 2\tau_j \leq T \) so it can be feasibly served). Let \( S \geq \tau_N \) be the (common) maximum acceptable service time for each order, which implies that \( \Delta_j \equiv r_j + S \) for \( j \in N \).

In this setting, we consider two optimization problems: (1) maximize the number of orders that can be served on-time given \( m \) couriers, and (2) minimize the number of couriers \( m \) needed to serve all orders. Formally:

**Problem 1** (Order maximization). Given \( m \) identical couriers, find a feasible delivery schedule for each of them that maximizes the total number of orders served, where a feasible delivery schedule for a courier specifies a number of delivery trips, each with a given departure time and a set of orders to deliver, such that all served orders \( j \in N \) are ready at the time of departure and are delivered by their due time \( \Delta_j \).

**Problem 2** (Courier minimization). Find the minimum number of couriers (and a feasible delivery schedule for each of them) required to serve all orders \( j \in N \) by their due time \( \Delta_j \).

In the rest of this section we develop a mathematical framework for analyzing these problems which relies on integer programs defined on time-expanded networks.

### 3.1.1 Creation of a time-expanded network

Before giving a mathematical model for Problems 1 and 2, we provide a useful proposition; proofs for this and later results can all be found in Appendix A.

**Proposition 1.** Consider an optimal schedule and let \( J \subseteq N \) be a set of orders in that schedule with the same dispatch time \( t \). Then, there exists an optimal schedule in which the orders in \( J \) are served by a single courier.

The next result shows how to determine a sufficient finite subset of time points in \( T \) with the property that there exists an optimal schedule that only dispatches couriers at a subset of these points. Consider then the following definition:
Definition 1 (Active order). We say that order \( j \) is active at time \( t \in T \) if \( t \in \{r_j, r_j + 1, \ldots, \Delta_j - \tau_j\} \) and it has not yet been dispatched by \( t \). We denote the set of active orders at time \( t \) by \( A(t) \).

Active orders at time \( t \) can be dispatched feasibly. We now introduce a lemma useful when modeling Problems 1 and 2.

Lemma 2. Given \( j \in N \), let \( t \in [r_j, r_{j+1}) \) be the earliest time that a courier is available for dispatch at the depot. Then there exists an optimal schedule for Problems 1 and 2 in which no courier is dispatched at any time \((t, r_{j+1}) \cap \mathbb{Z}\).

From Lemma 2 it follows that the only necessary dispatch times at the depot are the ready times \( \{r_j\}_{j \in N} \) and the courier return times \( r_j + 2 \sum_{k \in K} \tau_k \), for some \( K \subseteq N \). We denote the set of such time points by \( T_0 \).

The time-expanded networks we build also model couriers moving from one order delivery location to another or back to the depot. To determine which time points are required to model these movement decisions, let \( t \in T \) be a time point such that an optimal solution dispatches a courier from the depot at \( t \) with orders \( J \subseteq A(t) \), and let \( \{\tau(i)\}_{i=1}^{\|J\|} \) be the locations of orders \( J \) sorted in non-decreasing order from the depot such that \( \tau(1) \) is closest. Then there exists an optimal solution where the courier visits locations \( \tau(i) \) sequentially at times \( t + \tau(i) \) for \( i = 1, 2, \ldots, |J| \). After visiting location \( \tau(\|J\|) \) the courier returns to the depot, arriving at time \( t + 2\tau(\|J\|) \) either to be dispatched again immediately or, by Lemma 2, to wait until the next order arrival time.

At any dispatch time \( t \in T_0 \) at the depot, an optimal solution will either decide not to dispatch a courier or to dispatch a courier with a subset \( J' \subseteq A(t) \). The only optimal subsets are those that include all orders with locations \( \tau_j \leq \tau(i^*) \) where \( \tau(i^*) \) is the furthest order in \( J' \), and so each order \( j \) in the subset is delivered exactly at time \( t + \tau_j \).

Thus, it should be clear that these problems can be solved by considering models that include a discrete set of time points, specifically a subset of the time points specified in Proposition 3 below:

Proposition 3. To solve Problems 1 and 2, it suffices to consider courier schedule decisions at ready times \( r_j, j \in N \), at potential return times to the depot \( r_j + 2 \sum_{k \in K} \tau_k \), \( j \in N, K \subseteq N \), and at potential delivery times at the customers \( r_j + \sum_{k \in K} 2\tau_k + \tau_i, j \in N, K \subseteq N, i \in A(r_j + \sum_{k \in K} 2\tau_k) \).

Each time point of interest is also associated with a specific spatial location: all dispatches occur at the depot \( \tau_0 = 0 \), while deliveries are performed at locations \( x = \tau_j, j \in N \). Consequently, we will define the nodes of our time-expanded network in the form \((t, s)\), representing a location \( s \) in the line segment \([0, U]\) and an associated time point \( t \). Nodes in the time-expanded network belong to one of two types, which we present in the following definition.

Definition 2 (Depot and non-depot node). A node of a time-expanded network \((t, s) \in V\) is called depot node if its spatial component \( s \) corresponds to a depot location; otherwise it is labeled as non-depot node.

The network construction routine is shown in detail in Appendix B.
3.1.2 Integer programming formulations

Once the time-expanded network \( \mathcal{N} = (\mathcal{V}, \mathcal{A}) \) is constructed, we can formulate Problems 1 and 2 as integer programs. For each \( j \in N \), let \( \mathcal{V}_j \equiv \{ (t, \tau_j) \in \mathcal{V} : t \in \{ r_j + \tau_j, \ldots, \Delta_j \} \} \) be the set of non-depot nodes at which order \( j \) may be delivered, and \( \mathcal{V}_0 \equiv \{ (t, 0) \in \mathcal{V} : t \in T_0 \} \) be the set of depot nodes (and note that \( \mathcal{V} = \bigcup_{j \in N \cup \{0\}} \mathcal{V}_j \)). Moreover, for each \( p \in \mathcal{V} \), let \( \alpha^-_p \equiv \{ q \in \mathcal{V} : (q, p) \in \mathcal{A} \} \) and \( \alpha^+_p \equiv \{ q \in \mathcal{V} : (p, q) \in \mathcal{A} \} \).

The decision variables in these problems are:

- \( z_{pq} \) = Number of couriers that traverse arc \((p, q) \in \mathcal{A}\)
- \( v_{jp} \) = \(\begin{cases} 1 & \text{if order } j \in N \text{ is delivered at node } p \in \mathcal{V}_j \\ 0 & \text{otherwise} \end{cases}\)

For a fixed courier fleet size \( m \), a valid mixed-integer programming formulation for Problem 1 is given by

\[
\begin{align*}
\max & \sum_{j \in N} \sum_{p \in \mathcal{V}_j} v_{jp} \\
\text{s.t.} & \sum_{p \in \mathcal{V}_j} v_{jp} \leq 1, \ \forall j \in N \\
& v_{jp} \leq \sum_{q \in \alpha^-_p} z_{qp}, \ \forall j \in N, \ \forall p \in \mathcal{V}_j \\
& \sum_{q \in \alpha^+_p} z_{(0,0),q} = m \\
& \sum_{p \in \alpha^-_{(0,0)}} z_{p,(0,0)} = m \\
& \sum_{p \in \alpha^-_{(0,T)}} z_{p,(0,T)} = m \\
& \sum_{p \in \alpha^-_q} z_{pq} = \sum_{r \in \alpha^+_q} z_{qr}, \ \forall q \in \mathcal{V} \setminus \{(0,0), (0,T)\} \\
& v_{jp} \in \{0,1\}, \ \forall j \in N, \ \forall p \in \mathcal{V}_j \\
& z_{pq} \in \begin{cases} \mathbb{R}_+ & \text{if } p, q \in \mathcal{V}_0, \\ \{0,1\} & \text{otherwise} \end{cases}, \ \forall (p,q) \in \mathcal{A}
\end{align*}
\]

Objective (1a) seeks to maximize the number of served orders. Constraints (1b) and (1c) are related to order acceptance; each order \( j \in N \) can only be delivered once and if this occurs at node \( p \in \mathcal{V}_j \), then some courier must travel from a node \( q \in \alpha^-_p \) to \( p \). Constraints (1d) - (1f) are courier flow conservation constraints for all the network nodes. Constraints (1g) and (1h) enforce non-negative flows on depot arcs and binary flows elsewhere (due to Proposition 1).

Using a similar set of constraints and redefining the courier fleet size \( m \) as a decision variable, Problem 2 can be
posed as

\[
\begin{align*}
\min & \quad m \\
\text{s.t.} & \quad \sum_{p \in V_j} v_{jp} = 1, \quad \forall j \in N \\
& \quad (1c) - (1h) \\
& \quad m \in \mathbb{R}_+ 
\end{align*}
\] (2a)

Note that Model (1) and (2) are always feasible. Moreover, the structure of these models grants them the property that for fixed values of variables \(v\), the feasible-set polyhedron formed by variables \(z\) corresponds to one of a network flow model with integer extreme points. As a direct consequence, for each binary vector \(v\) there exists\(^1\) an optimal vector \(z\) with only integer components. This is formalized next.

**Proposition 4.** For fixed binary \(v\), the set of feasible \(z\) in Models (1) and (2) describe a network flow polyhedron. Thus, for integer values of \(m\), decision variables \(z\) will take integer values in an optimal solution.

### 3.1.3 Incorporating lateness

In practical delivery problems, it is common that when a customer places an order, an estimated time of arrival (ETA) is announced and the operator seeks to serve the order no later than this time. In Models (1) and (2) we represent this idea by assuming that each order \(j \in N\) must be served by \(\Delta_j\) (if served at all). In this section, we consider alternative models that allow some orders to be served if they arrive late. To do so, in addition to the hard due time \(\Delta_j\) of each order \(j\), we introduce a target delivery time \(\delta_j\) to represent the ETA by which order \(j \in N\) is sought to be delivered. An order \(j\) delivered at \(t \in (\delta_j, \Delta_j]\) is then considered late.

Mathematically, let \(s \in \{\tau_N, \tau_N + 1, \ldots, S\}\) be a (common) target service time for all orders. Then similar to how the maximum service time \(S\) determines the due time \(\Delta_j\) for each \(j \in N\), we now define \(\delta_j \equiv r_j + s \leq \Delta_j\) as the target delivery time by which order \(j \in N\) is desired to be delivered. From this definition we present a problem that seeks to minimize delivery lateness measured as the number of orders delivered after their target delivery time \(\delta_j\).

**Problem 3** (Late Orders Minimization). Given a fleet of couriers of size \(m\), find a schedule for each courier that serves every order \(j \in N\) by \(\Delta_j\) and such that the number of orders served later than \(\delta_j\) is minimized.

For a given order \(j \in N\), let \(L_j \equiv \{(t, \tau_j) \in V_j : \delta_j + 1 \leq t \leq \Delta_j\}\) be the set of late service nodes of \(j\). Then Problem 3 is solved by the following integer program.

\[
\begin{align*}
\min & \quad \sum_{j \in N} \sum_{p \in L_j} v_{jp} \\
\text{s.t.} & \quad (2b), \ (1c) - (1h)
\end{align*}
\] (3a)

Objective (3a) minimizes the number of orders served later than the target service time \(\delta_j\) by penalizing the objective

---

\(^1\)This is true for Model (1), as long as the fixed value of \(m\) is integer and allows feasibility for the fixed \(v\)
every time this occurs while all orders must be served by their due time $\Delta_j$. Note that Problem 3 is feasible if and only if the number of couriers $m$ in the input is at least the optimal value of Problem 2, as otherwise Constraint (2b) will lead to infeasibility.

Note that Problem 3 could use an alternative lateness-based objective. For example, the decision maker may prefer to minimize the total aggregated lateness over all the orders, giving a larger penalty to orders that are served closer to their maximum acceptable delivery time $\Delta_i$. In our current formulation, this would only require replacing (3a) by the expression $\min \sum_{j \in N} \sum_{p \in L_j} (t - \delta_j)v_{jp}$.

3.1.4 Radius management

In the earlier formulations, when determining the maximum number of orders that can be served by a fixed fleet of couriers the assumption was that the optimization model can selectively choose to provide or deny service to any individual order. Such a strategy is reasonable when determining an upper bound on maximum orders served in hindsight or with complete information. A potentially more realistic model for accepting or rejecting orders is to use a service radius: if an order is attempted to be placed at time $t$ when the service radius is $\rho$, then the order must be served if $\tau \leq \rho$ and must be denied service otherwise.

In this section, we introduce modifications of the models to handle such radius-based order management decisions. In the basic model, we assume that a service radius is set at the beginning of the horizon and remains unchanged throughout the operating horizon. We formally state the decision problem as follows:

Problem 4 (Single Service Radius Maximization). Given a fleet of $m$ couriers, find a schedule for each and a service radius $\rho$ that maximize the number of served orders, where each order $j \in N$ is served if and only if $\tau_j \leq \rho$.

From Problem 4 we can develop a natural extension that selects a (potentially different) service radius at $R$ different fixed times $\{t_1, \ldots, t_R\} \subseteq T$, where $t_1 \equiv 0$. For any $t \in T$, let $\rho_\ell$ be the active radius during time interval $[t_\ell, t_{\ell+1})$, $\ell \in \{1, \ldots, R\}$ (with $t_{R+1} \equiv T$). Then for order $j \in N$ where $r_j \in [t_\ell, t_{\ell+1})$, $j$ is served if and only if $\tau_j \leq \rho_\ell$. We mathematically formulate this extension as follows.

Problem 5 (Fixed-Time Radius Management Problem). Given a fleet of $m$ couriers, find a schedule for each of them and service radii $\{\rho_\ell \in [0, \tau_N]\}_{\ell=1}^R$ that maximize the number of served orders, where if order $j \in N$ is such that $r_j \in [t_\ell, t_{\ell+1})$, then $j$ is served if and only if $\tau_j \leq \rho_\ell$.

Note from the problem definition that if some ready time $r_j$ coincides with a radius shifting time $t_\ell$, we assume the radius adjustment is performed right before the order is placed.

Since $\{t_\ell\}_{\ell=1}^R$ are given, we can model Problem 5 by augmenting Model (1) with a few additional constraints.

Proposition 5. For each $\ell \in \{1, \ldots, R\}$, let $B_\ell \subseteq N$ be a list of orders such that (i) $j \in B_\ell$ if and only if $r_j \in [t_\ell, t_{\ell+1})$; and (ii) elements of $B_\ell$ are sorted in ascending order of travel time from the depot to their delivery location, with $B_{\ell,i}$ denoting the $i$-th element of list $B_\ell$ (and so $\tau_{B_{\ell,i}} \leq \tau_{B_{\ell,(i+1)}}$). Then for solving Problem 5, it
suffices to solve the integer program resulting from combining Model (1) with the extra linear constraints

\[
\sum_{p \in V_{B^l,i}} v_{B^l,i,p} \begin{cases} 
\geq \sum_{p \in V_{B^l,i+1}} v_{B^l,i+1,p} & \text{if } \tau_{B^l,i} < \tau_{B^l,i+1}, \\
= \sum_{p \in V_{B^l,i+1}} v_{B^l,i+1,p} & \text{if } \tau_{B^l,i} = \tau_{B^l,i+1}, 
\end{cases} \quad \forall \ell \in \{1, \ldots, R\}, \quad \forall i \in \{1, \ldots, |B^l| - 1\}.
\]

Moreover, given an optimal solution \((v^*, z^*)\) of the resulting model, each optimal service radius can be recovered by computing

\[
\rho^*_\ell = \max_{j \in B^\ell} \left\{ \tau_j : \sum_{p \in V_j} v^*_j,p = 1 \right\}, \quad \forall \ell \in \{1, \ldots, R\}.
\]

Adding Constraint set (4) forces an order to be served if the next furthest order placed from the depot during the same time interval \(\ell\) is served while also forcing all orders during interval \(\ell\) to be either served or not served if they have the same value of \(\tau\).

### 3.1.5 L-star extension

Although the setting considered up to now assumes that all the orders delivery locations lie in a single line segment with the depot at one of its extremes, our framework can easily be adapted to the more general case with an arbitrary \(L\) number of line segments radiating from the depot point. Note that this network topology assumes that all travel between line segments must transit the depot, and thus the only reasonable order bundles for dispatches are those where all orders are to be delivered in a common segment.

For \(h \in \{1, \ldots, L\}\), let \(N_h \subseteq N\) be the subset of \(N\) containing orders to be delivered in line segment \(h\), with \(n_h \equiv |N_h|\) and \(\sum_{h=1}^L n_h = n\). Moreover, we assume that orders in each subset \(N_h\) are in ascending order of ready time. In addition, since \(L \geq 1\) the delivery location of order \(j \in N_h\) is now characterized by the pair \((\tau_j, h)\), representing a distance \(\tau_j\) from the depot along the line segment \(h\). As a result, nodes in the time-expanded network encode a time, a line segment and a distance from the depot. Defining \(h = 0\) for nodes at the depot, we redefine depot nodes as \((t, 0, 0)\), and non-depot nodes as \((t, \tau_j, h)\).

Aside from these minor adjustments, the only procedure that requires a few additional considerations is the routine that creates the time-expanded networks. This is due to the dispatches at a returning time: at the time a courier returns from delivering orders at a particular line segment, it can either remain in the depot until the next order is ready or else be immediately dispatched into any of the \(L\) line segments with a new set of active orders. This implies that any depot node defined by the return of a courier defines an outbound arc to each of the \(L\) line segments containing the delivery location of an active order at that time. The adapted network building routine can be found in Appendix C.

Once the time-expanded network \(\mathcal{N} = (\mathcal{V}, \mathcal{A})\) is created, consider the following redefinition of the sets of nodes: for \(j \in N_h\), let \(V_j \equiv \{(t, \tau_j, h) \in \mathcal{V} : \tau_j + \Delta_j \leq t \leq \Delta_j\}\) be the set of nodes where order \(j\) can be served. Similarly, let \(V_0 = \{(t, 0, 0) \in \mathcal{V}\}\). Lastly, for each \(p \in \mathcal{V}\) the sets of adjacent nodes \(\alpha_p^-\) and \(\alpha_p^+\) are defined as in the previous section. With these modifications, the integer program formulations provided for problems from the previous section exactly model the corresponding L-star variant.
3.2 Two-depot setting

In Section 3.1 it is assumed that every order was placed to a single depot. In this section, we extend this setting to a single line segment with two depots, one located at each of its ends, that share a courier fleet to make deliveries. Customers place an order that is to be filled by a specific depot; for example, these locations may represent two different restaurants. Subject to some minor changes, we model and solve this case employing the same framework presented in Section 3.1.

Consider a line segment $[0, U]$ with $U > 0$, and two depots 1 and 2 located at $\tau_0 = 0$ and $\tau_U = U$, respectively. For depot $d \in \{1, 2\}$, let $N_d$ be the set of orders that must be picked up from $d$, with $n_d \equiv |N_d|$ and $n \equiv n_1 + n_2$. Moreover, for each depot $d$ we define

- A $n_d$-dimensional vector of ready times corresponding to orders placed at depot $d$, $r^d \equiv (r^d_1, \ldots, r^d_{n_d})$, whose components are sorted in increasing order. In the following, we label an order from depot $d$ by $j$ if the order has the $j$-th earliest ready time among the orders in such depot. Furthermore, without lost of generality, we assume $r^1_1 = 0$ and $r^2_1 \geq 0$.

- A corresponding $n_d$-dimensional vector of delivery locations $\tau^d \equiv (\tau^d_1, \ldots, \tau^d_{n_d})$, where the $j$-th component denotes the delivery location of order $j \in N_d$ measured with respect to depot $1$.

- A corresponding $n_d$-dimensional vectors of target delivery times $\delta^d \equiv (\delta^d_1, \ldots, \delta^d_{n_d})$, and due times $\Delta^d \equiv (\Delta^d_1, \ldots, \Delta^d_{n_d})$.

Also, consider

$$d \equiv \begin{cases} 2 & \text{if } d = 1 \\ 1 & \text{if } d = 2 \end{cases} \quad \hat{\tau}^d_j \equiv \begin{cases} \tau^d_j & \text{if } d = 1 \\ U - \tau^d_j & \text{if } d = 2 \end{cases}$$

where $\overline{d}$ denotes the complement of depot $d$, and $\hat{\tau}^d_j$ corresponds to the delivery location of order $j \in N_d$ measured from its depot $d$. Now we pose the two-depot version of the early problems as follows:

**Problem 6 (Two-depot Order Maximization).** Given depots 1 and 2, and a fleet of $m$ identical couriers. Find a schedule for each courier that maximizes the total number of orders served in $N_1 \cup N_2$.

**Problem 7 (Two-depot Courier Minimization).** Given two depots 1 and 2. Find the minimum number of identical couriers needed and a schedule for each of them, such that every order in $N_1 \cup N_2$ is served on time.

An important assumption made is that for all the considered two-depot problems, the decision maker has the ability to select at which depot each courier starts operating.

3.2.1 Time-expanded network construction

Next we present a routine that constructs a time-expanded network $\mathcal{N} = (\mathcal{V}, \mathcal{A})$ with two depots. This new algorithm creates a time-expanded sub-network for each of the two depots (with their corresponding depot and non-depot nodes) that are connected through depot nodes. In order to make the distinction between both sub-networks explicit we redefine every node in the network as a tuple $v = (t, s, d)$, where $s$ represents a spatial location, $t$ a time point, and $d \in \{1, 2\}$ an associated sub-network based on a corresponding depot. Similarly,
every arc \((v_1, v_2)\) is now associated to a sub-network which is given by the sub-network of \(v_1\). For the network construction routine, see Appendix D.

### 3.2.2 Integer program formulations

It is not hard to extend models from Section 3.1 to formulate Problems 6 and 7. Indeed, it suffices to redefine the decision variables and constraints used in the single depot models but incorporating into the existing notation the depot \(d \in \{1, 2\}\) sub-network to which each node belongs to. First consider the sets of time stamps at which depot nodes for each depot are defined by Algorithm 5, namely \(T_0\) and \(T_U\) for depots 1 and 2, respectively. For depot \(d \in \{1, 2\}\) and \(j \in N_d\), let \(V_j^d \equiv \{(t, \tau_j, d) \in \mathcal{V} : r_j^d + \tau_j \leq t \leq \Delta_j^d\}\) be the nodes set where order \(j\) can be served. Similarly, let \(V_0 = \{(t, 0, 1) \in \mathcal{V}\}\) and \(V_U = \{(t, U, 2) \in \mathcal{V}\}\) the sets of depot nodes at depot 1 and 2, respectively. Lastly, for each node \(p \in \mathcal{V}\) consider the sets of adjacent nodes \(\alpha_p^-\) and \(\alpha_p^+\) defined as in past sections. Then consider the following decision variables:

\[
\begin{align*}
    z_{pq} &= \text{Number of couriers that traverse arc } (p, q) \in \mathcal{A} \\
    v_{jp}^d &= \begin{cases} 
        1 & \text{if order } j \in N_d \text{ is served at node } p \in V_j^d, \ d \in \{1, 2\} \\
        0 & \text{otherwise}
    \end{cases}
\end{align*}
\]

We can formulate Problem 6 as the following integer program.

\[
\begin{align*}
    \text{max} & \sum_{d=1}^{2} \sum_{j \in N_d} \sum_{p \in V_j^d} v_{jp}^d & (5a) \\
    \text{s.t.} & \sum_{t \in T_j} v_{jp}^d \leq 1, \ \forall d \in \{1, 2\}, \ \forall j \in N_d & (5b) \\
    & v_{jp}^d \leq \sum_{q \in \alpha_p} z_{qp}, \ \forall d \in \{1, 2\}, \ \forall j \in N_d, \ \forall p \in V_j^d & (5c) \\
    & \sum_{q \in \alpha_p} z_{q(0,0,1),q} = m & (5d) \\
    & \sum_{p \in \alpha_p(T,0,1)} z_{p(T,0,1)} = m & (5e) \\
    & \sum_{p \in \alpha_q} z_{pq} = \sum_{r \in \alpha_q} z_{qr}, \ \forall q \in \mathcal{V} \setminus \{(0,0,1), (T,0,1)\} & (5f) \\
    & v_{jp}^d \in \{0, 1\}, \ \forall d \in \{1, 2\}, \ \forall j \in N_d, \ \forall p \in V_j^d & (5g) \\
    & z_{pq} \in \begin{cases} 
        \mathbb{R}_+ & \text{if } p, q \in V_0 \cup V_U \\
        \{0, 1\} & \text{otherwise}
    \end{cases}, \ \forall (p,q) \in \mathcal{A} & (5h)
\end{align*}
\]

Model (5) is very similar to Model (1). Objective (5a) seeks to maximize the total number of served orders. For each depot \(d \in \{1, 2\}\), Constraint (5b) enforces that each order \(j \in N_d\) is served at most once. Constraint (5c) requires a courier at node \((t, \tau_j, d) \in V_j^d\) for order \(j \in N_d\) to be served at time \(t\). Constraints (5d) - (5f) are courier flow constraints; note that the insertion of arc \(((0, 0, 1), (V_1^2, U, 2))\) allows the model to select how many of the \(m\) couriers start the operating horizon at each depot, and arc \(((T, U, 2), (T, 0, 1))\) leaves \((T, 0, 1)\) as the unique sink.
in network $\mathcal{N}$. Lastly, constraints (5g) and (5h) specify the domain of the decision variables.

Similarly, a formulation for Problem 7 can be obtained by extending Model (2) as follows:

\[
\begin{align*}
\min & \quad m \\
\text{s.t.} & \quad \sum_{p \in \mathcal{V}_j^d} v_{jp}^d = 1, \quad \forall d \in \{1, 2\}, \quad \forall j \in \mathcal{N}_d \\
\text{(5c) -- (5h)} \\
& \quad m \in \mathbb{R}_+ 
\end{align*}
\]  

(6a) - (6c)

The similarities between formulations for the single depot and two-depot cases allow to preserve the result in Proposition 4 for two-depot models.

### 3.2.3 Incorporating lateness

Now we introduce the notion of lateness for two-depot models by incorporating the target delivery time $\delta_j^d$.

**Problem 8** (Two-depot Late Orders Minimization). Given depots 1 and 2 and a fleet of $m$ identical couriers. Find a schedule for each courier such that every order $j \in \mathcal{N}_d, d \in \{1, 2\}$ is served by its due time $\Delta_j^d$ and such that the number of orders served after the target delivery time $\delta_j^d$ is minimized.

For $d \in \{1, 2\}$ and $j \in \mathcal{N}_d$, let $\mathcal{L}^d_j \equiv \{(\tau_j, t, d) \in \mathcal{V}_j^d : \delta_j^d + 1 \leq t \leq \Delta_j^d\}$. Then Problem 8 is formulated as

\[
\begin{align*}
\min & \quad 2 \sum_{d=1}^{2} \sum_{j \in \mathcal{N}_d} \sum_{p \in \mathcal{L}^d_j} v_{jp}^d \\
\text{s.t.} & \quad (6b), (5c) -- (5h)
\end{align*}
\]

Model (7) minimizes the number of orders that are served after the corresponding target delivery $\delta_j^d$ subject to every orders being served by its due time $\Delta_j^d$ (Constraint (6b)) and courier flow constraints (5c) - (5h). Feasibility of Problem 8 is equivalent to the input number of couriers $m$ being at least the optimal value of Problem 7, as otherwise Constraint (6b) cannot be satisfied.

### 3.2.4 Radius management

We adapt the radius management models from Section 3.1 to the two-depot case. In this setting, each depot $d \in \{1, 2\}$ may select a service radius up to $R_d \geq 1$ times during the operating horizon, with the first radius being selected at $t_1^d \equiv r_1^d$, and any order whose delivery location lies inside the active radius at the moment of its placement must be served. Mathematically, let $\{t_\ell^d \}_{\ell=1}^{R_d}$ be the times at which depot $d$ changes its radius, and let $\rho_\ell^d$ be the radius selected at time $t_\ell^d$. If order $j \in \mathcal{N}_d$ satisfies $r_j^d \in [t_\ell^d, t_{\ell+1}^d)$ (with $t_{R_d+1}^d \equiv T$), then $j$ is served if and only if and $\tilde{r}_j^d \leq \rho_\ell^d$.

Now we present the two-depot version of the problem:

**Problem 9** (Two-depot Fixed-Time Service Radius Management Problem). Given depots 1 and 2 and a fleet of
m identical couriers. Find a schedule for each courier and service radii \( \rho_d^\ell \in [0, \max_{i \in N_d} \{ \tilde{\tau}_i^d \}] \) for depots \( d \in \{1, 2\} \) such that the total number of served orders is maximized, where if some order \( j \in N_d \) is such that \( r_j^d \in [t_\ell^d, t_{\ell+1}^d) \), then such order is served if and only if \( \tilde{\tau}_j^d \leq \rho_d^\ell \).

In order to solve Problem 9, it is enough to add a small set of linear constraints to Model (5):

**Proposition 6.** Let \( \{ B_d^\ell \}_{\ell=1}^{R_d} \) be the list of orders \( j \) such that \( r_j^d \in [t_\ell^d, t_{\ell+1}^d) \) for depot \( d \in \{1, 2\} \), obtained from Algorithm 1 by replacing \( \tau_j^d \) in its input by \( \tilde{\tau}_j^d \); and let \( B_d^\ell,i \) be the \( i \)-th element of list \( B_d^\ell \). Then Problem 9 can be formulated by adding the following linear constraints to Model (5):

\[
\sum_{p \in V_d} v_d^{B_d^\ell,i,p} \begin{cases} \geq \sum_{p \in V_d} v_d^{B_d^\ell,i+1,p} & \text{if } \tilde{\tau}_{B_d^\ell,i}^d < \tilde{\tau}_{B_d^\ell,i+1}^d, \\ \leq \sum_{p \in V_d} v_d^{B_d^\ell,i+1,p} & \text{if } \tilde{\tau}_{B_d^\ell,i}^d = \tilde{\tau}_{B_d^\ell,i+1}^d \\ \end{cases}, \quad \forall d \in \{1, 2\}, \quad \forall \ell \in \{1, \ldots, R_d\}, \quad \forall i \in \{1, \ldots, |B_d^\ell| - 1\}
\]

Moreover, given an optimal solution \((v^{1*}, v^{2*}, z^*)\) for the resulting model, the optimal service radii can be determined as

\[
\rho_d^\ell = \max_{j \in B_d^\ell} \left\{ \tilde{\tau}_j^d : \sum_{p \in V_d^j} v_d^{j,p} = 1 \right\}, \quad \forall d \in \{1, 2\}, \quad \forall \ell \in \{1, \ldots, R_d\}
\]

### 4 Experimental results

In this section we report results from solving the proposed models on various instances to gain insights about required fleet sizes and demand management strategies in meal delivery systems. The conducted experiments are separated into three subsections which, respectively, provide understanding about (i) the minimum fleet sizes required to serve delivery requests for various instances, (ii) the value of establishing an individual target delivery time to manage delivery lateness, and (iii) the potential benefits of dynamically adjusting a depot coverage radius as a demand management strategy.

Tested values for parameters \( n, S, m \) and \( s \) vary with the type of experiment and are shown at the beginning of each experiment subsection. The remaining parameters are either assumed constant or defined as a function of the aforementioned ones. In particular:

- All the instances consider a time horizon length of \( T = 660 \) minutes (11 hours).
- Order ready times \( r_i^d \) are obtained by randomly sampling from a continuous bimodal distribution and rounding each element to its nearest integer, as shown in Figure 1a.
- Travel times \( \tau_j^d \) are obtained by first drawing a random number from a continuous distribution and then rounding each element to its nearest integer (minute). The distribution we use depends on the number of depots considered:
  - For single depot settings we use a uniform distribution and a triangular distribution to sample delivery locations. These are illustrated in Figures 1b and 1c, respectively.
Figure 1: Sample distributions

(a) Bimodal distribution of ready times $r_j$  
(b) $\tau_j \sim \text{Unif}(1, 45)$ 
(c) $\tau_j \sim \text{Tria}(1, 1, 45)$

Table 1: Parameter values used for fleet size minimization experiments

<table>
<thead>
<tr>
<th>Setting</th>
<th>$n$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single depot</td>
<td>${75, 100, 120, 150}$</td>
<td>${45, 50, 55, 60}$</td>
</tr>
<tr>
<td>Two depots</td>
<td>${150, 200, 240, 300}$</td>
<td>${45, 50, 55, 60}$</td>
</tr>
</tbody>
</table>

- For the two-depot scenario we test two different levels of separation, $U \in \{60, 90\}$ minutes, each with its own sampling scheme. For $U = 60$ travel time to delivery locations of orders from depot 1 and 2 are sampled from triangular distributions $\text{Tria}(1, 1, 45)$ and $\text{Tria}(15, 59, 59)$, respectively. On the other hand, for $U = 90$ travel times to delivery locations of orders from depot 1 and 2 are generated from triangular distributions $\text{Tria}(1, 1, 45)$ and $\text{Tria}(45, 89, 89)$, respectively.

- All single depot instance settings consider $L = 4$ line segments. Moreover, orders are assumed to be distributed between the $L$ line segments in such a way that for any two line segments, the numbers of orders to be delivered in each never differ by more than one order.

- For the two-depot scenario we further consider that each order is assigned to a specific depot at random with equal probability.

The bimodal sampling distribution for orders ready times in Figure 1a is motivated in realistic meal delivery operations, where it is observed that meal delivery demand is highly concentrated at lunch and dinner times. For the single depot setup, we consider two configurations for customer locations, namely one where they are mostly in the proximity of the depot (triangular distribution), and another one where customers are homogeneously located across the line segments (uniform distribution); these configurations allow us to study the effect of customer locations with the system’s delivery capacity requirements and order coverage. For two depots, we consider two levels of separation between them, to study its effect in the system’s capability to have couriers serve orders from both depots, and ultimately analyze the benefits of sharing couriers. For the instances we optimally solve, the corresponding running times are provided in Appendix E.

### 4.1 Minimum fleet size

In this section we solve problems that determine the minimum courier fleet size required to serve all orders in a specific instance. Parameter values considered for this section are summarized in Table 1. We run 50 replications for each possible combination of settings and parameter values and report statistics on optimal courier fleet size.
$m^*$, and on bundle size, namely the number of orders in a single dispatch. Additionally, for the two-depot setting we analyze the number of crosses between both depots, proposing an auxiliary integer program that is able to show exactly when fleet sharing between depots yields a better operational cost than having each depot delivering orders with its exclusive fleet.

4.1.1 Single depot case

Table 2 presents the obtained average fleet size values $m^*$ for some of the considered single depot instances, and Figure 2 illustrates the effect of the different parameters involved on the optimal fleet size. As expected, $m^*$ increases as either $n$ increases, $S$ decreases, or order delivery locations become more distant to the depot. However, these effects on $m^*$ differ in magnitude. To illustrate this, consider the scenario $(n, S) = (75, 60)$ as a base case, which corresponds to the case with fewest orders and most flexible due times. Observe that everything else equal, doubling the number of orders to $n = 150$ leads to a 30% increase in $m^*$; on the other hand, decreasing $S$ by 25% to $S = 45$ while keeping all other values constant requires a relatively higher 44% increase in fleet size.

This difference in the effect on $m^*$ is explained by both the bundling of multiple orders in a single dispatch and by the reduction in the dwell time of a courier who has returned to the depot before leaving for a subsequent dispatch. Since couriers are modeled assuming no limit on bundled orders, increasing the number of orders $n$ tends to increase the number of orders bundled per dispatch and reduce the courier dwell time at the depot thus increasing courier productivity; the fleet size growth is modest with $n$. However, increasing the tightness of the delivery windows by decreasing $S$ makes bundling orders less likely overall thus resulting in faster growth in required fleet sizes when $n$ grows for smaller $S$. We note that, although bundle sizes are not constrained, the average numbers of orders bundled together for delivery lies between 1.5 and 3 for all instances; these averages are illustrated in Figure 3.

<table>
<thead>
<tr>
<th>$(n, S)$</th>
<th>$\tau_j \sim Unif(1, 45)$</th>
<th>$\tau_j \sim Tria(1, 1, 45)$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(75, 45)$</td>
<td>10.50</td>
<td>5.88</td>
<td>8.19</td>
</tr>
<tr>
<td>$(150, 45)$</td>
<td>16.00</td>
<td>8.44</td>
<td>12.22</td>
</tr>
<tr>
<td>$(75, 60)$</td>
<td>7.10</td>
<td>4.30</td>
<td>5.70</td>
</tr>
<tr>
<td>$(150, 60)$</td>
<td>9.00</td>
<td>5.78</td>
<td>7.39</td>
</tr>
<tr>
<td>Average</td>
<td>10.65</td>
<td>6.10</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Average $m^*$ for some single depot configurations
The customer location distribution also plays an important role in determining the optimal fleet size. Indeed, switching the location distribution from triangular to uniform results in an average 75% increase in the required minimum fleet size; we note that this change substantially increases the average distance from the depot to a customer and concomitantly the duration of any given delivery dispatch.

4.1.2 Two-depot case

Results for the two-depot minimum fleet sizes $m^*$ and how they vary with $n$, $S$ and $U$ are depicted by Figure 4, and partial results are reported in Table 3. As in the single depot case, consider the base case $(n, S) = (150, 60)$ which has the least number of orders and the most flexible delivery due times. Note that doubling $n$ while preserving $S$ results in an average 15.6% larger $m^*$, whereas only decreasing $S$ to 45 minutes leads to a substantial increase of 60.4% in the required fleet size. Again, the ability to build larger bundles with larger values of $S$ is critical to keeping fleet sizes from growing too large.
\[
\begin{array}{ccc}
(n, S) & U = 60 & U = 90 \\
(150, 45) & 5.84 & 6.70 \\
(300, 45) & 7.32 & 8.56 \\
(150, 60) & 3.60 & 4.22 \\
(300, 60) & 4.00 & 5.04 \\
\text{Average} & 5.19 & 6.13 \\
\end{array}
\]

Table 3: Average \( m^* \) for two depots

\[
\begin{array}{c}
(n, S) \\
(150, 45) \\
(300, 45) \\
(150, 60) \\
(300, 60) \\
\text{Average} \\
\end{array} \quad \begin{array}{c}
\text{Average } m^* \\
6.77 \\
8.77 \\
4.25 \\
5.33 \\
6.28 \\
\end{array}
\]

Table 4: Average \( m^* \) for two depots (without fleet sharing)

Taking a closer look at the level of separation between depots, we observe that increasing \( U \) from 60 to 90 requires an 18% larger average fleet size. This difference is explained by the potential benefit for sharing couriers in the fleet between depots and this benefit diminishes when the time required to transfer from one depot to another (after serving a final customer) grows large when compared to the time required to return to the original depot. Table 3 summarizes specific minimum fleet sizes for some representative values of \( n \) and \( S \), and can be compared directly to the results in Table 4 that compute minimum fleet sizes when dedicated fleets are used at each depot. Our findings from this comparison show that without fleet sharing, the system would require a 21% larger number of couriers compared to the shared fleet size for \( U = 60 \). On the other hand, for a larger separation of \( U = 90 \) the benefit from fleet sharing is only 2.4%.

In terms of bundling, the average bundle size and its relationship with \( n, S \) and \( U \) are presented in Figure 5. As previously mentioned, we observe that the average bundle size follows a similar pattern with respect to \( n \) and \( S \) as the one observed for a single depot. We also see that the average bundle size is slightly larger comparatively for the \( U = 60 \) instances versus the \( U = 90 \) instances and this is consistent with the smaller fleet sizes required for the former. Finally, it should also be noted that the bundle sizes in these two depot instances are roughly twice the size...
of those for single depot instances. This is due to the fact that the same number of total orders are distributed over two line segments (one from depot 1 and the other from depot 2) in these instances and distributed over four line segments in the single depot instances, so the order density per time is effectively doubled. It is also interesting to analyze how often couriers cross the line segment from one depot to the other in these two-depot instances. To do so, we solve a second integer program for each instance that, for a given optimal fleet size $m^*$, computes the minimum number of courier crosses, i.e., the minimum number of times that a courier is required to go from one depot to the other, in order to serve all the orders feasibly. Let $\mathcal{A}^*$ be the set of arcs that traverse from a non-depot node to a depot node such that both nodes are associated with different depot sub-networks, and let $m^*$ be the optimal fleet size obtained from solving Problem 7. Then the integer program is formulated as follows:

$$\min \sum_{(p,q) \in \mathcal{A}^*} z_{pq} \tag{9a}$$

s.t. (6b), (5c), (5f) – (5h)

$$\sum_{q \in \delta_{(0,0,1)}^+} z_{(0,0,1),q} = m^* \tag{9b}$$

$$\sum_{p \in \delta_{(T,0,1)}^-} z_{p,(T,0,1)} = m^* \tag{9c}$$

Objective (9a) minimizes the number of courier crosses between depots. In addition, we replace the decision variable $m$ by the optimal fleet size $m^*$ in constraints (9b) and (9c).

Due to the optimality of $m^*$, a key property of this auxiliary integer program is that it yields an optimal value of 0 crosses if and only if solving the two-depot instance with fleet sharing does not give any savings in the number of couriers with respect to employing individual fleets. Therefore, a strictly positive number of crosses reveals potential benefits from allowing a shared fleet for both depots. Table 5 shows the percentage of solved instances for which fleet sharing results in strictly fewer couriers than using dedicated courier fleets for each of the depots. Almost all instances yield a strictly positive minimum number of crossings for $U = 60$, but when $U = 90$ the benefit is much more limited.
Table 5: Percentage of instances whose optimal number of crossings is strictly positive

<table>
<thead>
<tr>
<th>$(n, S)$</th>
<th>$U = 60$</th>
<th>$U = 90$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(150, 45)</td>
<td>84%</td>
<td>28%</td>
</tr>
<tr>
<td>(150, 60)</td>
<td>62%</td>
<td>4%</td>
</tr>
<tr>
<td>(300, 45)</td>
<td>96%</td>
<td>28%</td>
</tr>
<tr>
<td>(300, 60)</td>
<td>90%</td>
<td>22%</td>
</tr>
</tbody>
</table>

In order to control for the possible impact of the fleet size $m^*$ on the optimal number of crosses, consider the ratio between the number of crosses and $m^*$, which we denote by $\gamma$ and depict in Figure 6. The effect of the level of separation $U$ on $\gamma$ is evident: the operation exploits the short inter-depot traveling times when $U = 60$ by dynamically reallocating couriers between depots. On the other hand, the larger value $U = 90$ leads to inter-depot traveling that is too time consuming to be effective, and therefore the number of crosses per courier is usually below one in ten.

Interestingly, when $U = 60$ we observe that in general, $\gamma$ is non-decreasing in both $S$ and $n$, with the exception of the case $S = 60$. In particular, we observe a significant decrease in $\gamma$ when orders are increased from 150 to 200 which also corresponds to a significant increase in the minimum fleet size $m^*$. As $n$ is further increased, the fleet size does not increase and more orders are handled by the same number of couriers, many of which execute crosses from one depot to the other. Hence, more crosses-per-courier are observed.

4.2 Analysis of lateness via target delivery time

Now we report findings from solving problems that minimize the number of late orders. The results in this section demonstrate the benefit of introducing a target due time $\delta_j = r_j + s$ as a simple approach for balancing the flexibility of the system between setting too large and too restrictive due times $\Delta_j = r_j + S$. We empirically show that combining a restrictive target service level $s$ with a flexible service level $S$ can be effective, leading to solutions with very few late orders that use significantly fewer couriers than more restrictive settings with tighter values of $S$.

The experiments considered in this section were conducted using the parameter values listed in Table 6. Note that the selected value of $S$ used in this section corresponds to its most flexible value in Section 4.1, whereas the range of values of $s$ begins with the most restrictive value. For each combination of parameters $(n, S, s, U)$ we randomly
generate 50 stream of orders and compute the minimum fraction of orders delivered after their target due time \( \delta_j \) for different number of available couriers \( m \). To preserve feasibility, we only consider fleet sizes no less than the minimum number of couriers required to serve all orders by their due time \( \Delta_j \).

<table>
<thead>
<tr>
<th>Setting</th>
<th>( n )</th>
<th>( S )</th>
<th>( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single depot</td>
<td>{75, 150}</td>
<td>{60}</td>
<td>{45, 50, 55}</td>
</tr>
<tr>
<td>Two depots</td>
<td>{150, 300}</td>
<td>{60}</td>
<td>{45, 50, 55}</td>
</tr>
</tbody>
</table>

Table 6: Parameter values used for lateness experiments

### 4.2.1 Single depot case

The results for this section are presented in Figure 7. We observe that the delivery location proximity to the depot has a considerable effect on the fleet size required to maintain a given level of lateness. Indeed, for some values of \((n, S, s)\), maintaining a given percentage of late orders requires a fleet size that can be over 100\% larger for the uniformly-distributed locations case when compared to the triangular distribution locations.

As expected, our findings show that the most critical factor for determining the fraction of late orders is \( s \). A small enough value of this parameter strongly restricts the flexibility of the system, leading to a substantial increase in the fraction of late orders for smaller fleet sizes. This is caused since lower values of \( s \) restrict the bundling opportunities for orders to be delivered before the target delivery time.
Lastly, we compare the setting that considers both target and hard due times $\delta_j$ and $\Delta_j$ against the case that only includes due times $\Delta_j$. Note that only considering a hard due time corresponds to the particular scenario of having a target due time that satisfies $s = S$. To illustrate the benefits from having a target due time, consider the instances with $n = 150$ orders where delivery locations are uniformly distributed. Note that if $S = s = 45$ minutes, then on average about $m = 16$ couriers are needed to achieve on-time service. However, if the maximum delivery time $S$ is relaxed to 60 minutes while maintaining $s = 45$, a 33% smaller courier fleet still manages to serve all 150 orders with only 5% of them delivered late (after $\delta_j$). Of course, even fewer couriers would be required by setting $S = s = 60$ minutes but the average time to delivery of the orders would increase.

### 4.2.2 Two-depot case

The effects from $s$ and $n$ on the fraction of late orders in instances with two depots are similar to those observed for a single depot and are shown in Figure 8. We see that varying $U$ has a significant effect on the number of late orders. For small fleet sizes for which flexibility is limited, increasing $U$ from 60 to 90 can on average scale up the fraction of late orders by a factor of 2.

![Graph](image)

Figure 8: Average fraction of late orders for two depots

Additionally, we again observe some advantages from considering both a target delivery time and a hard due time. As shown in Figure 8 for $n = 300$ orders and a time between depots of $U = 60$, the simple case $S = s = 45$ results in a conservative solution that requires a total of $m = 8$ couriers in order to achieve full service with no late orders on average. Alternatively, relaxing $S$ to 60 minutes while keeping $s = 45$ offers a reasonably more flexible solution that is able to serve all orders with an approximately 30% smaller fleet with only 2.5% of orders served
late. Similar results can be observed for the remaining \((n, U)\) pairs: a substantial reduction of 33% of the fleet that serves all orders without lateness results in a mild increase of late orders of less than 5%.

4.3 Demand management via service radius adjustments

In this section we study order demand management using our modeling framework. Specifically, we consider demand management strategies that are driven by a selected service radius from the depot (from which the order is placed). Radius-based strategies are simple: once a radius length \(\rho\) is selected, deliveries must be made to any order placed by a customer with a delivery location \(\tau\) within the disk around the depot with radius \(\rho\); in our simple geometric settings, this corresponds to \(\tau \leq \rho\). We will compare the performance of demand management strategies when the service radius is selected and fixed in advance to those where the radius may change during the operating day using Problems 5 and 9.

Tables 7 and 8 summarize the parameters used in this section, where \(R_d\) measures the number of times the service radius is adjusted during the operating day. The case \(R_d = 1\) is referred to as the base case and consists of simply setting a unique radius beginning at time \(t = 0\). On the other hand, the case \(R_d = \infty\) is referred to as the selective-service case and, since the radius can change at every order ready time, is equivalent to the settings of Problems 1 and 6 where the operator selectively chooses to either accept or reject each order; while this case is unrealistic in practice, it provides an upper bound on system performance. To measure the effectiveness of radius-based demand management, we experiment with 50 randomly-generated order streams and focus primarily on the fraction of the \(n\) orders served as a function of the amount of available resources.

<table>
<thead>
<tr>
<th>Setting</th>
<th>(n)</th>
<th>(S)</th>
<th>(R_d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single depot</td>
<td>{75, 150}</td>
<td>{45, 60}</td>
<td>{1, 2, 5, \infty}</td>
</tr>
<tr>
<td>Two depots</td>
<td>{75, 150}</td>
<td>{45, 60}</td>
<td>{1, 2, 5, \infty}</td>
</tr>
</tbody>
</table>

Table 7: Parameter values used for demand management experiments

<table>
<thead>
<tr>
<th></th>
<th>(R_d)</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>(\infty)</th>
<th>({t^d_j}_{j=1}^{R_d})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>({0})</td>
<td>({0, 300})</td>
<td>({0, 100, 200, 400, 500})</td>
<td>({r^d_j}_{j \in N_d})</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Times at which the service radius may change

4.3.1 Single depot case

Figure 9 shows the fraction of served orders in optimal solutions to Problem 5 for different values of \(R\) when \(n = 150\); the subfigures provide results for different combinations of \(S\) and the travel time distribution. Problems were solved for fleet sizes \(m\) from one to the minimum fleet size required to serve all orders in all instances.

Although increasing \(R\) results in more flexibility for the operator to decide when and where to accept orders, the value of this flexibility depends on the available fleet size. In general, the results indicate that the largest benefit of increasing \(R\) occurs for instances with fleets of medium size (not too small and not too large). In such cases, increasing \(R\) from \(R = 1\) to \(R = 2\) can on average close approximately 30% of the gap to the upper bound; increasing to \(R = 5\) closes the gap by approximately 50%. Systems with larger fleets intuitively benefit less from
increased values of $R$. However, we also see that the smallest fleets that can only serve a small fraction of the orders do not benefit substantially from small increases in $R$; larger jumps in the fraction of orders served only occur when individual orders can be accepted or rejected (as in the $R = \infty$ case).

The results also help us understand the potential fleet size savings that can be achieved when the objective is to serve some fixed fraction of potential orders as $R$ is increased. For example, when $n = 150$, $S = 45$, and the order location distribution is uniform, 21 couriers are required to serve all orders. However, using a radius-based demand management scheme with $R = 1$ leads to a fleet size requirement of 14 couriers to serve 95% of all orders. This fleet can be reduced again to 13 couriers when $R = 2$. Table 9 summarizes the results for a large set of scenarios and show that significantly smaller fleets can lead to reasonable order coverage fractions. We also see that it is typical when we require 80% or 95% demand coverage that when $R = 5$, the number of couriers required is often either the same or just one more than the fleet required in the selective-service $R = \infty$ case.

Lastly, we observe that $S$ and the distribution of $\tau_j$ lead to large variations in the fleet size required to achieve a certain demand coverage fraction. In particular, decreasing $S$ from 60 to 45 minutes may result in an average increase in the fleet size ranging between 30% and 60% to maintain a fixed level of service, while changes in the delivery location distribution from $Tria(1, 1, 45)$ to $Unif(1, 45)$ may require even doubling the courier fleet. Interestingly, we observe that in order to increase the average coverage from 95% to 100%, it might be necessary an increase of the fleet size ranging between 20% to nearly 100%.

Figure 9: Fraction of served orders with $n = 150$ for a single depot
### 4.3.2 Two-depot case

When solving instances with two depots, we found that our proposed formulation has difficulties solving a large number of replications in reasonable times for relatively larger values of $n$, thus we limit the results in this section to order volumes of $n \in \{75, 150\}$.

For the tested instances with two depots, the results obtained in terms of the maximum fraction of served orders are similar to the ones from the single depot setting. The greatest benefit is obtained for medium-sized fleets of couriers, as shown in Figure 10. For almost every tested fleet size $m$ and values of $n$, $S$ and $U$, we observe that increasing the number of radii changes $R_d$ from one to five results in narrowing the performance gap to the upper bound by more than 50%; this is illustrated, for example, by the instances with $m \in \{2, 3\}$ when $U = 90$, where flexibility is most limited. For the largest values of $m$, performance improvement from increasing $R_d$ is no longer possible since almost every order can be served when $R_d = 1$.

For the results on the fleet sizes required to achieve certain minimum order coverage fractions, we observe that in most cases reducing the fleet size is not possible in this scenario. Indeed, for a coverage requirement of 80% of orders, in almost every scenario the number of couriers needed in the base case coincides with the one from the upper bound, as reported in Table 10. In this case, the flexibility provided by sharing couriers between depots is enough to allow either 3 or 2 couriers to cover the required fraction of orders for almost any value of $R$. When the coverage requirement is increased to 95%, however, the system becomes less flexible, and for a few cases it becomes possible to reduce the required fleet size by slightly increasing $R$, as shown in Table 10. Like for a single depot, achieving 100% of order coverage may require a considerable increase in the number of couriers with respect to the ones required for 95% coverage, in some cases even doubling the fleet size.

### 5 Conclusion and future work

In this paper we have introduced several integer programs built from time-expanded networks to represent different operational situations in food delivery logistics. The results obtained when solving these optimization problems

<table>
<thead>
<tr>
<th>Average order coverage</th>
<th>$\tau_j \sim Unif(1,45)$</th>
<th>$\tau_j \sim Tria(1,1,45)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 75$</td>
<td>$n = 150$</td>
</tr>
<tr>
<td>80%</td>
<td>$R = 1$</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>$R = 2$</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>$R = 5$</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>$R = \infty$</td>
<td>5</td>
</tr>
<tr>
<td>95%</td>
<td>$R = 1$</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>$R = 2$</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>$R = 5$</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>$R = \infty$</td>
<td>8</td>
</tr>
<tr>
<td>100%</td>
<td>$R = 1$</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>$R = 2$</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>$R = 5$</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>$R = \infty$</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 9: Minimum fleet size $m$ needed to serve 80%, 95%, and 100% of all orders on average, for a single depot
Figure 10: Fraction of served orders with $n = 150$ for two depots

Table 10: Minimum fleet size $m$ needed to serve $80\%$, $95\%$, and $100\%$ of orders on average, for two depots
provide valuable insights on the effect of different parameters on operational performance metrics, namely customer distributions, target delivery time, order volume and fleet size. In particular, this research seeks to answer basic questions about how to optimize the delivery resources in response to different demand patterns and service level requirements and to explore the effectiveness of optimizing the coverage of orders around a depot given a limited delivery capacity as a demand management mechanism. The flexibility of these formulations can easily be adapted to study further trade-offs. We show through computational experiments the interactions between the analyzed metrics for cases with a single and two depots.

In this paper, we present simplified instances and network construction algorithms by assuming special geometries to avoid the complexity of routing in a general network. Using these simplifications, we are able to measure the benefits of fleet sizing and demand management in meal delivery settings as this allows us to optimally solve the considered problems for a wide variety of instances. Despite this, a natural line of further research is to adapt our framework to general networks that are more representative of urban settings. As this case not only considers dispatch but also routing decisions, we anticipate that the complexity of the corresponding time-expanded network will make computation prohibitively expensive. Under such circumstances, exploring the use of refinement algorithms like column generation and branch-and-price may provide reasonable research directions for the perfect information case, and adaptive approaches using different dispatch technologies when information is partially revealed over time.

Other interesting extensions of our problems include (i) the study of fleet sizing and demand management in settings involving multiple depots with a shared set of couriers, to analyze how these features scale when more complex settings are considered; and (ii) the study of product substitution and the benefit of being able to select the depot which an order should be picked up from, possibly increasing the efficiency of the delivery process.
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Appendices

A Proofs

Proof of Proposition 1

If $|J| = 1$ the claim trivially follows and therefore we assume $|J| \geq 2$. Initially, let $J = J_1 \cup J_2$, $J_1, J_2 \neq \emptyset$ and $J_1 \cap J_2 = \emptyset$. Without loss of generality we can assume that $\tau_{J_1} \geq \tau_{J_2}$. Consider then a feasible schedule $S_1$ to Problem 1 that at time $t$ dispatches two couriers $c_1$ and $c_2$ with order sets $J_1$ and $J_2$, respectively. Note that $c_1$ is unavailable for picking up other ready orders during time points $I_1 = \{t, t + 1, \ldots, t + 2\tau_{J_1}\}$, whereas $c_2$ will be unavailable to serve any new orders from $t$ to $t + 2\tau_{J_2}$.

Alternatively, consider a schedule $S_2$ that bundles $J$ into a single dispatch for courier $c_1$ at time $t$ (which is possible since couriers do not have a fixed capacity). Since by definition $\tau_J = \tau_{J_1}$, dispatching $c_1$ also serves all $|J|$ orders during $I_1$ while courier $c_2$ remains at the depot beginning at time $t$, which is earlier than the return time $t + 2\tau_{J_2}$ in the above schedule. Thus, schedule $S_2$ dominates $S_1$.

Proof of Lemma 2

Let $t' \in (t, r_{j+1})$, and consider schedule $S(t')$ that dispatches a courier at time $t'$ with orders set $A(t')$. From $t \in [r_j, t')$ it follows that $A(t') \subseteq A(t)$: indeed, no new orders are placed in $(t, t')$ although some of the orders in $A(t)$ might not be active by $t'$. Hence, schedule $S(t')$ can always be improved by the one that moves the dispatch at $t'$ to $t$, which is always possible by definition of $t$.

Proof of Proposition 3

For $j \in N$, the possible times at which a courier might become available at the depot during $[r_j, r_{j+1})$ are $r_j$ and any returning time $r_i + 2 \sum_{k \in K} \tau_k \in (r_j, r_{j+1})$ with $i < j$ and $K \subseteq N$ that results from a dispatch previous to $r_j$, thus Lemma 2 implies that an optimal schedule can be obtained by considering only such dispatch times.

Moreover, denoting the set of all dispatches of interest as $T_0$, the only time points outside the depot to be considered are the potential delivery times $\{t + \tau_i : t \in T_0, i \in A(t)\}$, at each of which a dispatched courier decides between traversing to a further delivery location or returning to the depot.
Proof of Proposition 4

For a fixed binary vector $\mathbf{v}$ and $m \in \mathbb{Z}_+$, a feasible value of $z$ must satisfy the constraints:

$$v_{jp} \leq \sum_{q \in \alpha_p} z_{qp}, \quad \forall j \in N, \forall p \in V_j$$

(10a)

$$\sum_{q \in \alpha_\ell} z_{\alpha q} = m$$

(10b)

$$\sum_{p \in \alpha_\omega} z_{p \omega} = m$$

(10c)

$$\sum_{p \in \alpha_q} z_{pq} = \sum_{r \in \alpha_q} z_{qr}, \quad \forall q \in V \setminus \{\alpha, \omega\}$$

(10d)

$$z_{pq} \in \begin{cases} \mathbb{R}_+ & \text{if } p, q \in V_0, \\ \{0, 1\} & \text{otherwise} \end{cases} \quad \forall (p, q) \in A$$

(10e)

By construction of the underlying time-expanded network, each non-depot node $p$ has a unique arc $a_p \in A$ inbound to $p$, thus the right hand side of (10a) can be written as $\sum_{q \in \alpha_\ell} z_{qp} = z_{a_p}$. Consequently, Constraints (10a) and (10e) give lower and upper bounds on the flow of each arc in the network: the flow of arcs $(q, p)$ with $p$ being a non-depot node is bounded by $[v_{jp}, 1]$; for the remaining arcs, the capacity of the ones whose tail is a non-depot node is 1; lastly, arcs between two depot nodes have infinite capacity. Furthermore, Constraints (10b) - (10d) correspond to flow conservation equations at every node of the network. Therefore, for variables $z$ the above constraints a network flow polyhedron with integer coefficients, and hence the optimal $z$ is integral. \hfill \square

Proof of Proposition 5

As Problem 5 is by definition the setting of Problem 1 with service radius management, it suffices to show that Constraint set (4) accurately models the service radius mechanics described in the formulation of Problem 5 and allows to compute the optimal service radii. Consider Algorithm 1, which partitions the set of orders $N$ into the

**Algorithm 1 (R\_PARTITION\_SORT)**

**Input:** $N, \{(r_j, \tau_j)\}_{j \in N}, \{t_\ell\}_{\ell=1}^R$

**Output:** Lists of orders $B_1, \ldots, B_R$, each sorted in ascending order of $\tau_j$.

1: $B_\ell \leftarrow \emptyset, \forall \ell = 1, \ldots, R$
2: $j \leftarrow 1$
3: for $\ell \in \{1, \ldots, R\}$ do
4: while $\tau_j < t_{\ell+1}$ do
5: $B_\ell \leftarrow B_\ell \cup \{j\}$
6: $j \leftarrow j + 1$
7: Sort elements of $B_\ell$ in ascending order of $\tau_j$
8: return $\{B_\ell\}_{\ell=1}^R$

$R$ sorted lists $\{B_\ell\}_{\ell=1}^R$. Note that Constraint set (4) enforces that for each $\ell = 1, \ldots, R$, whenever order $B_{\ell,i}$ is served, so are all the orders $B_{\ell,j}, \forall j < i$, which is the definition of service radius. Moreover, this formulation allows us to compute the optimal service radius for each radius shift without using explicit decision variables for the service radii: let $(v^*, z^*)$ be the optimal solution to Problem 5, and for each $\ell \in \{1, \ldots, R\}$, let $\mu_\ell = \max\{i :
\[ \sum_p v^*_p = 1 \}, \text{ then by construction of } B_\ell \text{ each optimal radius is calculated as } \rho_\ell = r_{B_\ell, \mu_\ell}. \]

**Proof of Proposition 6**

Running Algorithm 1 for each depot \( d \in \{1, 2\} \) and replacing \( \tau_j \) by \( \tilde{\tau}_j \), \( \forall j \in N_d \) constructs the sorted lists \( \{B^d_\ell \} \). Then the claim follows from applying the same argument for Proposition 5 to each depot.

**B Construction of the time-expanded network for the single depot setting**

Algorithm 2 specifies how to produce the complete time-expanded network for these optimization problems. The algorithm starts by defining in lines 1 - 3, depot nodes with order ready times \( r_j \), and initializes the set of dispatch times \( T_0 \) with ready times \( \{r_j\} \). Then for each dispatch time \( t \in T_0 \), the algorithm first finds the the ready time \( r_{j^*} \) that immediately succeeds \( t \) and creates a wait arc from depot node \((t, 0)\) to \((r_{j^*}, 0)\) (lines 5 and 6). If there exists active orders at \( t \), then line 7 and 8 sort them in non-decreasing order in terms of the travel time from the depot, and then lines 9 - 12 iterate over the sorted set of active orders, sequentially creating the non-depot node at the time and location at which each of the orders can be delivered with an inbound arc, as well as a return node that originates from that delivery with the corresponding returning arc; if such return node was not previously defined in the network, then the corresponding depot time is added to the set \( T_0 \), as this constitutes a potentially new dispatch time. Once the algorithm stops discovering new returning times, it returns the network \( N = (V, A) \).

**Algorithm 2 (CREATE\_NETWORK)**

**Input:** \( N, (r_j, \tau_j, \Delta_j)_{j \in N}, T \)

**Output:** Directed network \( N = (V, A) \)

1: \( V \leftarrow \{(r_j, 0)\}_{j \in N} \)
2: \( A \leftarrow \emptyset \)
3: \( T_0 \leftarrow \{r_j\}_{j \in N} \)
4: for \( t \in T_0 \) do
5: \( \text{Find lowest index } j^* \in N \cup \{n + 1\} \text{ s.t. } t < r_j^* \)
6: \( A \leftarrow A \cup \{(t, 0), (r_{j^*}, 0)\} \)
7: \( \text{Compute set of active orders } A(t) = \{j \in N : t \geq r_j, t + \tau_j \leq \Delta_j\} \)
8: \( \text{Sort } \{\tau_j\}_{j \in A(t)} \text{ in non-decreasing order, into } \{\tau_i\}_{i = 1}^{A(t)} \)
9: \( \text{for } i = 1, \ldots, |A(t)| \) do
10: \( V \leftarrow V \cup \{(t + \tau_i, \tau_i), (t + 2\tau_i, 0)\} \)
11: \( A \leftarrow A \cup \{(t + \tau_i, \tau_i), (t + \tau_i, \tau_i), (t + 2\tau_i, 0)\}\)
12: \( T_0 \leftarrow T_0 \cup \{t + 2\tau_i\} \)
return \( N = (V, A) \)

**A numerical example**

For an example of the output of Algorithm 1, consider an instance with \( T = 6 \), \( S = 3 \), and whose set of orders to be served \( N = \{1, 2\} \) is characterized by Table 11. The resulting partial time-expanded network is illustrated in Figure 11. In the illustration, nodes that are filled and in the horizontal axis correspond to depot nodes; otherwise they are non-depot nodes, representing when and where orders can be delivered. Arcs inbound to a non-depot node that emerge from a depot node correspond to a dispatch; and arcs inbound to a depot node from a non-depot node
Figure 11: Example of a time-expanded network for an instance with two orders

represent a return. Arcs between depot nodes represent the action of a courier waiting at the depot; arcs between non-depot nodes represent the action of traveling between order destinations. Note that a dispatch from the depot at \( t = 3 \) to order 2 is not needed since the return node arrived only from already delivering order 2. In this example, a single courier is able to serve both orders when dispatched at time \( t = 1 \).

\[
\begin{array}{cccc}
  j & r_j & \tau_j & \Delta_j \\
  1 & 0 & 2 & 3 \\
  2 & 1 & 1 & 4 \\
\end{array}
\]

Table 11: Characterization of orders of numerical example

C Construction of the time-expanded network for the L-star setting

For line segment \( h \in \{1, 2, \ldots, L\} \), let \( T_0^h \) be the set of time points of possible dispatches to line segment \( h \). Algorithm 3 constructs the time-expanded network for the L-star setting. This algorithm firstly creates depot nodes at ready times of every order in the system for all line segments, and then for each line segment \( h \), it initializes the set \( T_0^h \) with the ready times of orders to be delivered along \( h \) (lines 1 - 5).

Subsequently in lines 6 and 7, Algorithm 3 creates arcs and non-depot nodes for dispatches at ready times, and arcs and depot nodes for the corresponding return times, by executing Algorithm 4 once for every line segment. For a given line segment \( h \), this subroutine works similar to Algorithm 2 for the single line segment setting, although this extension also defines new dispatches from a return node to every line segments. This is done with the help of auxiliary sets \( \mathcal{S}_0^h \), which keep track of new dispatch times not yet in \( T_0^h \).

Algorithm 3 performs a final iterative step in lines 8 - 14 if new dispatches are yet to be evaluated for some line segments, i.e. if \( S_{\text{temp}} \neq \emptyset \). For a line segment \( h \in S_{\text{temp}} \), Algorithm 4 is executed to evaluate and define new dispatch times in the set \( \mathcal{S}_0^h \), and to define the corresponding nodes and arcs. Note that this in turn may generate new dispatch times for some other line segment \( h' \) due to new return times, in which case these are appended to
$S^h_0$ and $h'$ is included in $S_{temp}$. Once the new dispatches are defined, the new dispatch times are appended to the defined dispatch times $T^h_0$, $S_{temp}$ is computed again. This process repeats until no new dispatch times are left to be evaluated for any line segment, i.e. when $S_{temp} = \emptyset$. At this point, Algorithm 3 returns the network $N = (V, A)$.

**Algorithm 3 L_STAR_NETWORK_CREATION**

**Input:** $L$, $\{N_h, \{(r_j, \tau_j, \Delta_j)\}_{j \in N_h}\}_{h \in \{1, 2, \ldots, L\}}, T$

**Output:** Directed network $N = (V, A)$

1. $V \leftarrow \{(r_j, 0, 0)\}_{j \in N} \cup \{(T, 0, 0)\}$
2. $A \leftarrow \emptyset$
3. for $h \in \{1, 2, \ldots, L\}$ do
4. \quad $T^h_0 \leftarrow \{(r_j)\}_{j \in N_h}$
5. \quad $S^h_0 \leftarrow \emptyset$
6. for $h \in \{1, 2, \ldots, L\}$ do
7. \quad $(V, A, \{S^h_0\}_{h=1}^{L}) = \text{L_STAR_ROUTES}(V, A, h, T^h_0, \{T^h_0'\}_{h=1}^{L}, \{S^h_0'\}_{h=1}^{L})$
8. \quad $S_{temp} \leftarrow \{h \in \{1, 2, \ldots, L\} : S^h_0 \neq \emptyset\}$
9. while $S_{temp} \neq \emptyset$ do
10. \quad Let $h$ be one of the elements in $S_{temp}$
11. \quad $(V, A, \{S^h_0'\}_{h=1}^{L}) = \text{L_STAR_ROUTES}(V, A, h, S^h_0, \{T^h_0'\}_{h=1}^{L}, \{S^h_0'\}_{h=1}^{L})$
12. \quad $T^h_0 \leftarrow T^h_0 \cup S^h_0$
13. \quad $S^h_0 \leftarrow \emptyset$
14. \quad $S_{temp} \leftarrow \{h' \in \{1, 2, \ldots, L\} : S^h_0' \neq \emptyset\}$
15. return $N = (V, A)$

**Algorithm 4 L_STAR_ROUTES(V, A, h, T, \{T^h_0\}_{h'=1}^{L}, \{S^h_0\}_{h'=1}^{L})**

**Input:** Node set $V$, arc set $A$, line segment $h$, set of time point at the depot $T$, sets of existing depot time points $\{T^h_0\}_{h'=1}^{L}$, sets of new returning time point at all line segments $\{S^h_0\}_{h'=1}^{L}$

**Output:** Updated sets $V, A, \{S^h_0\}_{h'=1}^{L}$

1. for $t \in T$ do
2. \quad Find lowest $j^* \in N \cup \{n + 1\}$ s.t. $t < r_{j^*}$ \hspace{1cm} $\triangleright \tau_{n+1} \equiv T$
3. \quad $A \leftarrow A \cup \{((t, 0, 0), (r_{j^*}, 0, 0))\}$
4. \quad Compute set of active orders $\{A_h(t) \subseteq N_h\}$
5. \quad Sort $\{\tau_j\}_{j \in A_h(t)}$ in ascending order, into $\{\tau(i)\}_{i=1}^{\lvert A_h(t) \rvert}$
6. for $i \in \{1, 2, \ldots, \lvert A_h(t) \rvert\}$ do
7. \quad $V \leftarrow V \cup \{((t + \tau(i), \tau(i), h)\}$
8. \quad $A \leftarrow A \cup \{((t + \tau(i-1), \tau(i-1), 1_{i\neq 1} \times h), (t + \tau(i), \tau(i), h))\}$ \hspace{1cm} $\triangleright \tau_{0} \equiv 0$
9. for $h' \in \{1, 2, \ldots, L\}$ do
10. \quad if $t + 2\tau(i) \not\in T^{h'}$ then
11. \quad \quad $S^h_0' \leftarrow S^h_0' \cup \{t + 2\tau(i)\}$
12. \quad $V \leftarrow V \cup \{(t + 2\tau(i), 0, 0)\}$
13. \quad $A \leftarrow A \cup \{((t + \tau(i), \tau(i), h), (t + 2\tau(i), 0, 0))\}$
14. return $(V, A, \{S^h_0\}_{h'=1}^{L})$
D  Construction of the time-expanded network for the two-depot setting

The network construction procedure is presented in Algorithm 5. Here, the location of depot \(d\) in the \(x\)-axis is denoted as \(\xi_d\), with \(\xi_1 = 0\) and \(\xi_2 = U\). In lines 1 - 4, the constructor first defines depot nodes with order ready times \(r_j^d\) at each depot \(d\), and arcs \(((0, 0, 1), (r_1^{r_1^d}, U, 2))\) and \(((T, U, 2), (T, 0, 1))\) to ensure that the resulting network has a unique source node \((0, 0, 1)\) and a unique sink node \((T, 0, 1)\). Moreover, it also initializes the set \(T_{\xi_d}^\text{potential}\) of depot times with ready times \(\{r_j^d\}_{j=1}^m\).

Then in lines 5 - 8, Algorithm 5 runs Algorithm 6 once for each depot \(d \in \{1, 2\}\) to define the non-depot nodes where orders in \(N_d\) may be served, and additional depot nodes that correspond to courier returning times to \(d\) (lines 2 - 12 of Algorithm 6). Note that in this setting, each dispatch from \(d\) allows to travel beyond the furthest delivery location among the dispatched orders to get to the other depot \(\overline{d}\), and so Algorithm 6 creates an extra arc \(((t + \overline{\tau}_d((A_d(t))), \overline{\tau}_d((A_d(t))), d)) (t + U, \xi_d, \overline{d})\) from the furthest non-depot node of a dispatch to the corresponding arrival node at \(\overline{d}\). The new arrival node to \(\overline{d}\) is in turn a potential dispatch from that depot, and so the corresponding arrival time is stored in the set \(T_{\xi_d}^\text{potential}\) so a dispatch can be evaluated later on (lines 13 - 15 of Algorithm 6).

Lastly, Algorithm 5 performs a final step in lines 9 - 14 that iteratively runs Algorithm 6 to evaluate new potential dispatch from each depot \(d\) at times in \(T_{\xi_d}^\text{potential}\) (similar to Algorithm 3 for the \(L\)-star setting). These dispatches may produce new arrival times to depot \(\overline{d}\) due to crosses between depots, each of them in turn potentially defining a new dispatch time from \(\overline{d}\). In such case, the new dispatch time is added to the set \(T_{\xi_d}^\text{potential}\). Once the dispatches and arcs are defined for a depot \(d\), the new dispatch times are appended to the set of defined dispatch times \(T_{\xi_d}\). The iterative process repeats until no new dispatch times are discovered for either depot, namely, \(T_{\xi_d}^\text{potential} \subseteq T_{\xi_d}\) for some \(d \in \{1, 2\}\).

Algorithm 5 (2\_DEPOT\_CREATE\_NETWORK)

| Input: \(\{N_d, r_j^d, \tau_d^d, \Delta_d\}_{d \in \{1, 2\}}, T, U\) |
| Output: Directed network \(N = (V, A)\) |
| 1: \(V \leftarrow \bigcup_{d=1}^{2} \{(r_j^d, \xi_d, d)\}_{j \in N_d} \cup \{(0, 0, 1), (T, 0, 1), (T, U, 2)\}\) |
| 2: \(A \leftarrow \{(0, 0, 1), (r_1^{r_1^d}, U, 2)), ((T, U, 2), (T, 0, 1))\}\) |
| 3: \(T_0 \leftarrow \{r_j^d\}_{j \in N_1}\) |
| 4: \(T_U \leftarrow \{r_j^d\}_{j \in N_2}\) |
| 5: \((V, A, T_0, T_U^\text{potential}) \leftarrow \text{2\_DEPOT\_ROUTES}(V, A, 1, T_0)\) |
| 6: \(T_U \leftarrow T_U \cup T_U^\text{potential}\) |
| 7: \(T_U^\text{potential} \leftarrow \emptyset\) |
| 8: \((V, A, T_U, T_U^\text{potential}) \leftarrow \text{2\_DEPOT\_ROUTES}(V, A, 2, T_U)\) |
| 9: \text{while True do}\ |
| 10: \text{for } d \in \{1, 2\} \text{ do}\ |
| 11: \text{if } T_{\xi_d}^\text{potential} \subseteq T_{\xi_d} \text{ then return } N = (V, A) \) |
| 12: \((V, A, T_{\xi_d}, T_{\xi_d}^\text{potential}) \leftarrow \text{2\_DEPOT\_ROUTES}(V, A, 1, T_{\xi_d}^\text{potential} \setminus T_{\xi_d})\) |
| 13: \(T_{\xi_d} \leftarrow T_{\xi_d} \cup T_{\xi_d}^\text{potential}\) |
| 14: \(T_{\xi_d}^\text{potential} \leftarrow \emptyset\) |
Algorithm 6 2 депот Routes(V, A, d, τnew dispatches)

Input: Node set V, arc set A, depot d, time point set τnew dispatches

Output: Updated sets V, A, τnew dispatches, and set of time points τpotential

1: τpotential ← ∅
2: for t ∈ τnew dispatches do
3:     Find lowest j* ∈ {1, 2, . . . , n_d + 1} s.t. t < r_d^j*
4:     A ← A ∪ {((t, ξ_d, d), (r_d^j*, ξ_d, d))}
5:     Compute set of active orders A_d(t) ⊆ N_d
6:     Sort {τ_d^j}j∈A_d(t) in ascending or descending order if d = 1 or d = 2, respectively (if τ_d^j|A_d(t)| is the corresponding sorted sequence, then τ^1(i) ≤ τ^1(i+1) and τ^2(i) ≥ τ^2(i+1), ∀i ∈ {1, . . . , |A_d(t)| − 1})
7:     for i ∈ {1, 2, . . . , |A_d(t)|} do
8:         τd i ← τd i + 2τ_d^i
9:     A ← A ∪ {((t + τ_d^i, τ_d^i), d)}
10:    τnew dispatches ← τnew dispatches ∪ {t + 2τ_d^i}
11:    V ← V ∪ {((t + τ_d^i, τ_d^i), d)}
12:    A ← A ∪ {((t + τ_d^i, τ_d^i), d), (t + 2τ_d^i, ξ_d, d)}
13:    V ← V ∪ {(t + U, ξ_d, d)}
14:    τpotential ← τpotential ∪ {(t + U)}
15:    A ← A ∪ {((t + τ_d^i, τ_d^i), d), (t + U, ξ_d, d)}
return (V, A, τnew dispatches, τpotential)

A numerical example

Figure 12 illustrates a network example with two depots at locations 0 and U = 4, with parameter values of S = 3, T = 10, and orders information as in Table 12. Depot nodes at location 0 and non-depot nodes with solid edge lines correspond to nodes associated to depot 1, whereas depot nodes at location 4 and non-depot nodes with dashed edge lines correspond to depot 2. The origin corresponds to node (0, 0, 1). A flow of courier m is injected to the network through the origin node and arc ((0, 0, 1), (2, 4, 2)) allows to selectively allocate couriers to begin their shift at either depot. From there couriers can traverse from one depot to the other when being dispatched to serve orders, and by the end they finish the shift at either (10, 4, 2) or (10, 0, 1); in any case, the insertion of arc ((10, 4, 2), (10, 0, 1)) allows to consider a single sink. In this particular example, a single courier is sufficient to achieve full service.

<table>
<thead>
<tr>
<th>d</th>
<th>j</th>
<th>r_d^j</th>
<th>τ_d^j</th>
<th>ω_d^j</th>
<th>Δ_d^j</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 12: Characterization of orders of numerical example
E  Running times

Minimum fleet size

In general, our framework is able to find the minimum fleet size in a few seconds. There is a slight increase in running times as the number of orders and the maximum acceptable service time increase since this translates into larger instances and more options of serving orders. We also note that the two-depot instances require significantly longer solving times than the single-depot setting.

Analysis of lateness via target delivery time

As for fleet minimization, our methods are able to quickly solve all the instances of lateness minimization. Intuitively, a longer acceptable service time translates into more choices of when to serve orders, and hence this causes an increase in the running times. Again, we see an extra computational burden when solving instances with two depots.
Figure 14: Average running time for the fleet size minimization problem, two depots

Figure 15: Average running time for the late orders minimization problem, single depot


**Demand management via service radius adjustments**

The running times required to solve the service radius management problem are considerably longer than the previous problems. Interestingly, solving the case $R = \infty$ for a single depot is substantially faster than all the other cases; however, for the two-depot setting the case $m = 1$ for $R = \infty$ results in notoriously longer times to optimally solve the instances, possibly because the solver must decide which depot to initially allocate the single courier to. However, despite these large reported times for $m = 1$, it is important to note that all the instances are able to find the optimal solution in under a minute, and the solver spends the rest of the time proving optimality.
Figure 17: Average running time for the service radius management problem, single depot, \( n = 150 \)

(a) \( S = 45, \tau_j \sim Unif(1, 45) \)

(b) \( S = 60, \tau_j \sim Unif(1, 45) \)

(c) \( S = 45, \tau_j \sim Tria(1, 1, 45) \)

(d) \( S = 60, \tau_j \sim Tria(1, 1, 45) \)

Figure 18: Average running time for the service radius management problem, two depots, \( n = 150 \)

(a) \( U = 60, S = 45 \)

(b) \( U = 90, S = 45 \)

(c) \( U = 60, S = 60 \)

(d) \( U = 90, S = 60 \)