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Abstract

Canonical correlation analysis (CCA) is a family of multivariate statistical methods for extracting mutual information contained in multiple datasets. To improve the interpretability of CCA, here we focus on the mixed-integer optimization (MIO) approach to sparse estimation. This approach was first proposed for sparse linear regression in the 1970s, but it has recently received renewed attention due to advances in optimization algorithms and computer hardware. We first derive an MIO problem for optimal sparse CCA estimation. To solve this MIO problem exactly, we propose a branch-and-bound algorithm based on the generalized eigenvalue problem for computing effective lower and upper bounds. We prove that our algorithm finds a solution with guaranteed optimality in terms of the canonical correlation. Computational results demonstrate that our method is much faster than direct application of optimization software to the MIO problem. Moreover, our method can provide better-quality solutions than can forward stepwise selection and $L_1$-regularized estimation in terms of generalization performance. These results enhance the potential of optimal sparse estimation in multivariate statistical analyses.
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1. Introduction

Canonical correlation analysis (CCA), first proposed by Hotelling in the 1930s [28, 29], is a family of multivariate statistical methods for extracting mutual information shared by two or more datasets. CCA computes linear combinations of variables in each dataset such that canonical correlation between the linear combinations is maximized. Notably, CCA includes, as special cases, linear regression, principal component analysis (PCA), and partial least squares (PLS) regression [67]. Many successful applications of CCA that uncover multivariate relationships among different measurements can be found in various scientific fields [54, 56, 67].

A number of prior studies have sought to improve the representational power of CCA. Several techniques for analyzing nonlinear relationships have been employed in CCA, including artificial neural networks [2, 30, 34, 59] and kernel methods [1, 4, 19, 25]. Another major area of research is related to enhancing the interpretability of CCA by means of sparse estimation, which aims at decreasing the number of nonzero weights constructing linear combinations. Sparse estimation enables us to identify significant subsets of variables used in linear combinations and thus brings a variety of analytical benefits [13, 23, 36, 38].

A direct method for optimal sparse estimation involves scanning all possible subsets of variables. However, such exhaustive search methods are often computationally infeasible because the number of possible subsets grows exponentially with respect to the number of candidate variables [40, 46]. In contrast, stepwise selection is a fast greedy heuristic for sparse estimation in which one variable at a time is repeatedly added and eliminated. Stepwise selection methods are commonly used for CCA [54, 60] but often provide suboptimal solutions. Recently, various regularization (or shrinkage) methods have been proposed for sparse CCA [14, 20, 24, 53, 55, 64] and applied to genomic data analyses [35, 37, 45, 58, 63]. However, these regularization methods produce biased estimates and sometimes yield low-quality solutions owing to an adverse effect of the regularization term.

This paper focuses on the mixed-integer optimization (MIO) approach to sparse estimation. This approach was first proposed for sparse linear regression in the 1970s [3], but it has recently received renewed attention due to
advances in optimization algorithms and computer hardware [8, 15, 26, 33, 39, 57]. In contrast to many sparse estimation algorithms, the MIO approach has the advantage of selecting an optimal subset of variables with respect to criterion functions, including Mallows’ $C_p$ [41], adjusted $R^2$ [42], information criteria [21, 42], mRMR [44], and a cross-validation criterion [50]. MIO-based sparse estimation methods have been extended to logistic regression [6, 49], ordinal regression [43, 48], count regression [47], and elimination of multicollinearity [7, 9, 51, 52].


On the basis of the study [5] by Berk and Bertsimas on sparse PCA, we propose a high-performance branch-and-bound algorithm that computes an optimal solution to the sparse CCA problem. We first formulate the sparse CCA problem as an MIO problem. We next design our branch-and-bound algorithm for solving this MIO problem, where generalized eigenvalue problems are repeatedly solved to derive effective lower and upper bounds. We then prove that our algorithm gives a solution with guaranteed optimality in terms of the canonical correlation. Note that our algorithm can also be applied to sparse PCA and PLS regression problems, which are special cases of the sparse CCA problem.

We assess the efficacy of our method through computational experiments using real-world datasets downloaded from the UCI Machine Learning Repository [18]. Our method is much faster than direct application of optimization software to the MIO problem for sparse CCA estimation. Moreover, our method often provides better-quality solutions than do forward stepwise selection and $L_1$-regularized estimation in terms of generalization (out-of-
sample) performance.

Notation. Throughout this paper, we denote the set of consecutive integers ranging from 1 to \( n \) as

\[
[n] := \begin{cases} 
1, 2, \ldots, n & \text{if } n \geq 1, \\
\emptyset & \text{otherwise}
\end{cases}
\]

2. Canonical Correlation Analysis

We address the task of extracting mutual information from the following two vectors composed of random variables:

\[
x := (x_1, x_2, \ldots, x_p)^\top, \quad y := (y_1, y_2, \ldots, y_q)^\top.
\]

Suppose we are given a sample of \( n \) data instances, \((x_i, y_i) \in \mathbb{R}^p \times \mathbb{R}^q \) for \( i \in [n] \). For simplicity, we assume that all variables are centered based on the sample mean as

\[
E[x] := \frac{1}{n} \sum_{i=1}^{n} x_i = 0, \quad E[y] := \frac{1}{n} \sum_{i=1}^{n} y_i = 0.
\]

The sample covariance matrices are then expressed as

\[
C_{xx} := E[xx^\top] = \frac{1}{n} \sum_{i=1}^{n} x_ix_i^\top, \quad C_{xy} := E[xy^\top] = \frac{1}{n} \sum_{i=1}^{n} x_iy_i^\top, \\
C_{yx} := E[yx^\top] = \frac{1}{n} \sum_{i=1}^{n} y_ix_i^\top, \quad C_{yy} := E[yy^\top] = \frac{1}{n} \sum_{i=1}^{n} y_iy_i^\top.
\]

As shown in Figure 1, the canonical variates are constructed by the linear combinations of variables

\[
u(x) := a^\top x = a_1x_1 + a_2x_2 + \cdots + a_px_p, \\
v(y) := b^\top y = b_1y_1 + b_2y_2 + \cdots + b_qy_q,
\]

where \( a := (a_1, a_2, \ldots, a_p)^\top \) and \( b := (b_1, b_2, \ldots, b_q)^\top \) are (canonical) weight vectors to be estimated. The canonical correlation, which quantifies the
amount of mutual information contained in the canonical variates, is then defined by the sample correlation between \( u(x) \) and \( v(y) \) as

\[
\rho(u(x), v(y)) := \frac{\text{E}[u(x)v(y)]}{\sqrt{\text{E}[u(x)^2]} \sqrt{\text{E}[v(y)^2]}}
= \frac{(\sum_{i=1}^{n} a^\top_i x_i b_i)/n}{\sqrt{(\sum_{i=1}^{n} a^\top_i x_i a_i)/n} \sqrt{(\sum_{i=1}^{n} b^\top_i y_i b_i)/n}}
= \frac{a^\top C_{xy} b}{\sqrt{a^\top C_{xx} a} \sqrt{b^\top C_{yy} b}}.
\]

(3)

Figure 1: Conceptual diagram of canonical correlation analysis.

CCA estimates weight vectors \( a \) and \( b \) such that the canonical correlation (3) is maximized as

\[
\text{maximize } a^\top C_{xy} b
\]

subject to

\[
a^\top C_{xx} a = b^\top C_{yy} b = 1,
\]

\[
a \in \mathbb{R}^p, \ b \in \mathbb{R}^q.
\]

(4)

(5)

(6)

To deal with the constrained optimization problem (4)–(6), we introduce the Lagrangian function

\[
\mathcal{L}(a, b, \lambda_a, \lambda_b) := a^\top C_{xy} b - \lambda_a (a^\top C_{xx} a - 1) - \lambda_b (b^\top C_{yy} b - 1),
\]

where \( \lambda_a \) and \( \lambda_b \) are Lagrange multipliers. The optimality conditions are expressed as

\[
\nabla_a \mathcal{L}(a, b, \lambda_a, \lambda_b) = C_{xy} b - 2\lambda_a C_{xx} a = 0,
\]

\[
\nabla_b \mathcal{L}(a, b, \lambda_a, \lambda_b) = C_{yx} a - 2\lambda_b C_{yy} b = 0.
\]

(7)

(8)
We multiply Eqs. (7) and (8) by $a^\top$ and $b^\top$, respectively, from the left. It follows from Eq. (5) that
\begin{align}
a^\top C_{xy} b &= 2 \lambda_a a^\top C_{xx} a = 2 \lambda_a, \quad (9) \\
b^\top C_{yx} a &= 2 \lambda_b b^\top C_{yy} b = 2 \lambda_b. \quad (10)
\end{align}
Since the left-hand sides of Eqs. (9) and (10) are equal after transposition, we can substitute $\lambda = 2 \lambda_a = 2 \lambda_b$ into the optimality conditions (7) and (8). Therefore, the optimality condition of problem (4)–(6) is posed as the following generalized eigenvalue problem:
\[
\begin{bmatrix}
O & C_{xy} \\
C_{yx} & O
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix} = \lambda
\begin{bmatrix}
C_{xx} & O \\
O & C_{yy}
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix}.
\]
(11)
Note that its eigenvalue $\lambda$ coincides with the objective function (4) through Eq. (9). Consequently, the canonical correlation (3) is maximized by the eigenvector $(a, b)$ corresponding to the maximum eigenvalue $\lambda^*_{\text{max}}$ of the generalized eigenvalue problem (11).

When covariance matrices $C_{xx}$ and $C_{yy}$ are invertible, problem (11) can be reduced to a standard eigenvalue problem. It follows from Eq. (7) that
\[
a = \frac{C_{xx}^{-1} C_{xy}}{\lambda} b.
\]
(12)
Substituting Eq. (12) into Eq. (8) yields the following standard eigenvalue problem:
\[
C_{yy}^{-1} C_{yx} C_{xx}^{-1} C_{xy} b = \lambda^2 b.
\]
(13)
After its eigenvector $b$ and eigenvalue $\lambda^2$ are computed, the weight vector $a$ is obtained from Eq. (12).

3. Mixed-integer Optimization Formulation

Let $z := (z_1, z_2, \ldots, z_{p+q})^\top$ be a vector composed of binary decision variables for subset selection, namely,
\[
z_j = \begin{cases}
1 & \text{if } x_j \text{ is selected (i.e., } a_j \neq 0), \\
0 & \text{otherwise}
\end{cases} \quad (j \in [p]),
\]
\[
z_{p+j} = \begin{cases}
1 & \text{if } y_j \text{ is selected (i.e., } b_j \neq 0), \\
0 & \text{otherwise}
\end{cases} \quad (j \in [q]).
\]
We also introduce user-defined parameters $\theta_x \in [p]$ and $\theta_y \in [q]$ for specifying subset sizes.

The sparse CCA is formulated as the following MIO problem:

$$\begin{align*}
\text{maximize} & \quad \mathbf{a}^\top \mathbf{C}_{xy} \mathbf{b} \\
\text{subject to} & \quad \mathbf{a}^\top \mathbf{C}_{xx} \mathbf{a} = \mathbf{b}^\top \mathbf{C}_{yy} \mathbf{b} = 1, \\
& \quad -M \mathbf{z} \leq \begin{pmatrix} \mathbf{a} \\ \mathbf{b} \end{pmatrix} \leq M \mathbf{z}, \\
& \quad \sum_{j=1}^{p} z_j = \theta_x, \quad \sum_{j=1}^{q} z_{p+j} = \theta_y, \quad z \in \{0, 1\}^{p+q},
\end{align*}$$

where $M$ is a sufficiently large positive constant. If $z_j = 0$, then the corresponding variable is eliminated from the canonical variates (1) and (2) because its weight must be zero by Eq. (16). The number of nonzero weights is limited by Eq. (17). Note that Eq. (18) lists all decision variables.

It is crucial to estimate a reasonable value for $M$ in Eq. (16) because an overly large $M$ can cause numerical instabilities in MIO computations [61]. Let $\lambda_{\min}(\cdot)$ and $\lambda_{\max}(\cdot)$ respectively denote the minimum and maximum eigenvalues of a matrix. The following theorem states that $M$ can be set to

$$\hat{M} := \max \left\{ \frac{1}{\sqrt{\lambda_{\min}(\mathbf{C}_{xx})}}, \frac{1}{\sqrt{\lambda_{\min}(\mathbf{C}_{yy})}} \right\}.$$  

**Theorem 1.** Assume that the covariance matrices $\mathbf{C}_{xx}$ and $\mathbf{C}_{yy}$ are positive definite. If $(\mathbf{a}, \mathbf{b}) \in \mathbb{R}^p \times \mathbb{R}^q$ satisfies Eq. (15), it also satisfies

$$-\hat{M} \leq \begin{pmatrix} \mathbf{a} \\ \mathbf{b} \end{pmatrix} \leq \hat{M}.$$  

**Proof.** When Eq. (15) is satisfied, we have

$$|a_j| \leq \|\mathbf{a}\|_2 \leq \sqrt{\lambda_{\max}(\mathbf{C}_{xx}^{-1})} = \frac{1}{\sqrt{\lambda_{\min}(\mathbf{C}_{xx})}} \leq \hat{M} \quad (j \in [p]),$$

where the second inequality follows the properties of the ellipsoid $\{\mathbf{a} \in \mathbb{R}^p \mid \mathbf{a}^\top \mathbf{C}_{xx} \mathbf{a} \leq 1\}$ (see, e.g., Section 2.2.2 of Boyd and Vandenberghe [12]). Similarly, we have $|b_j| \leq \hat{M}$ for all $j \in [q]$. \hfill \qed
4. Branch-and-bound Algorithm

This section presents our branch-and-bound algorithm for solving the MIO problem (14)–(18). Our algorithm is developed by extending the branch-and-bound algorithm [5] to sparse CCA estimation.

We first introduce the branching process of the algorithm (Section 4.1). We next define terminal nodes (Section 4.2) and then derive lower and upper bounds (Section 4.3) for bounding operations. Section 4.4 summarizes our branch-and-bound algorithm.

4.1. Branching Process

The branch-and-bound algorithm works on an enumeration tree, which is a binary search tree for systematic enumeration of candidate solutions \( z \in \{0, 1\}^{p+q} \). As Figure 2 shows, each node of the enumeration tree is specified by a pair of binary vectors,

\[
\ell := (\ell_1, \ell_2, \ldots, \ell_{p+q})^\top \in \{0, 1\}^{p+q}, \quad u := (u_1, u_2, \ldots, u_{p+q})^\top \in \{0, 1\}^{p+q}.
\]

\[
(\ell, u) = \begin{pmatrix}
0 & 1 \\
0 & 1 \\
1 & 0 \\
0 & 0 \\
0 & 1 \\
\end{pmatrix}
\]

For each node \((\ell, u)\), a subproblem is posed by imposing the constraint
\( \ell \leq z \leq u \) on the MIO problem (14)–(18) as

\[
\text{SP}(\ell, u): \quad \text{maximize} \quad a^\top C_{xy} b \tag{19}
\]
\[
\text{subject to} \quad a^\top C_{xx} a = b^\top C_{yy} b = 1, \tag{20}
\]
\[
-Mz \leq \begin{pmatrix} a \\ b \end{pmatrix} \leq Mz, \tag{21}
\]
\[
\sum_{j=1}^{p} z_j = \theta_x, \quad \sum_{j=1}^{q} z_{p+j} = \theta_y, \tag{22}
\]
\[
\ell \leq z \leq u, \tag{23}
\]
\[
a \in \mathbb{R}^p, \ b \in \mathbb{R}^q, \ z \in \{0, 1\}^{p+q}. \tag{24}
\]

Note that the subproblem \( \text{SP}(\ell, u) \) at the root node \((\ell, u) = (0, 1)\) coincides with the original problem (14)–(18).

We gradually fix \( z \) by using constraint (23) throughout the branching process (Figure 2). Specifically, setting \( \ell_j = u_j = 0 \) and \( \ell_j = u_j = 1 \) amounts to fixing \( z_j = 0 \) and \( z_j = 1 \), respectively. In particular, \( z \) is uniquely determined when \( \ell = u \). Equations (22) and (23) also imply that the subproblem \( \text{SP}(\ell, u) \) is feasible only when the following conditions are fulfilled:

\[
\sum_{j=1}^{p} \ell_j \leq \theta_x \leq \sum_{j=1}^{p} u_j, \quad \sum_{j=1}^{q} \ell_{p+j} \leq \theta_y \leq \sum_{j=1}^{q} u_{p+j}. \tag{25}
\]

4.2. Terminal Node

A terminal node is a node at which we no longer need to explore subsequent nodes. Terminal nodes are characterized by the terminal-node function

\[
\text{terminal}((\ell, u), (s, t), \theta) := \begin{cases} 
\text{true} & \text{if } \sum_{j=s}^{t} \ell_j = \theta, \\
\text{true} & \text{if } \sum_{j=s}^{t} u_j = \theta, \\
\text{false} & \text{otherwise.}
\end{cases}
\]

In particular, note that

\[
\text{terminal}((\ell, u), (1, p), \theta_x) = \text{true} \tag{26}
\]
\[
\iff \sum_{j=1}^{p} \ell_j = \theta_x \quad \text{or} \quad \sum_{j=1}^{p} u_j = \theta_x,
\]
and that

\begin{equation}
terminal((\ell, u), (p + 1, p + q), \theta_y) = true \tag{27}
\end{equation}

\[ \iff \sum_{j=1}^{q} \ell_{p+j} = \theta_y \text{ or } \sum_{j=1}^{q} u_{p+j} = \theta_y. \]

If both of conditions (26) and (27) are fulfilled, the corresponding node \((\ell, u)\) is a terminal node because \(z\) is uniquely determined through Eqs. (22) and (23).

Suppose that \((\ell, u)\) is a terminal node (i.e., \(z\) is fixed). As in Eq. (11), the subproblem \(SP(\ell, u)\) is then reduced to the following generalized eigenvalue problem:

\[
\begin{bmatrix}
O & C_{x(z)y(z)} \\
C_{y(z)x(z)} & O
\end{bmatrix}
\begin{bmatrix}
a(z) \\
b(z)
\end{bmatrix}
= \lambda(z)
\begin{bmatrix}
C_{x(z)x(z)} & O \\
O & C_{y(z)y(z)}
\end{bmatrix}
\begin{bmatrix}
a(z) \\
b(z)
\end{bmatrix}, \tag{28}
\]

where

\[
a(z) := (a_j \mid j \in [p], z_j = 1), \quad b(z) := (b_j \mid j \in [q], z_{p+j} = 1),
\]

\[
x(z) := (x_j \mid j \in [p], z_j = 1), \quad y(z) := (y_j \mid j \in [q], z_{p+j} = 1).
\]

Let \(\lambda_{\text{max}}^*(z)\) and \((a^*(z), b^*(z))\) denote the maximum eigenvalue and the corresponding eigenvector of problem (28). For the fixed \(z\) at a terminal node \((\ell, u)\), we can produce an optimal solution \((a^{SP}, b^{SP}, z^{SP})\) to the subproblem \(SP(\ell, u)\) as

\[
a_j^{SP} := \begin{cases} a_j^*(z) & \text{if } z_j = 1, \\ 0 & \text{otherwise (} j \in [p]), \end{cases} \tag{29}
\]

\[
b_j^{SP} := \begin{cases} b_j^*(z) & \text{if } z_{p+j} = 1, \\ 0 & \text{otherwise (} j \in [q]), \end{cases} \tag{30}
\]

\[
z_j^{SP} := z_j \quad (j \in [p + q]). \tag{31}
\]

4.3. Lower and Upper Bounds

When subproblem \(SP(\ell, u)\) is feasible (i.e., Eq. (25) is satisfied), we compute lower and upper bounds on its optimal objective value.

To compute an upper bound on subproblem \(SP(\ell, u)\), we consider the relaxed subproblem \(RSP(\ell, u)\), where the subset size constraint (22) is removed from \(SP(\ell, u)\). It is clear from Eq. (21) that the relaxed subproblem
RSP(\(\ell, u\)) has an optimal solution such that \(z = u\) holds. Therefore, the generalized eigenvalue problem (28) with \(z = u\) yields an optimal solution \((a^{UB}, b^{UB}, z^{UB})\) to the relaxed subproblem RSP(\(\ell, u\)), as in Eqs. (29)–(31). An upper bound on subproblem SP(\(\ell, u\)) is then
\[
upper((\ell, u)) = \lambda^*_{\text{max}}(u).
\] (32)

We next compute a lower bound on subproblem SP(\(\ell, u\)). To do so, we convert the relaxed solution \((a^{UB}, b^{UB}, z^{UB})\) into a solution \((a, b, z)\) that is feasible for the subproblem SP(\(\ell, u\)). To accomplish this, we start with \(z = \ell\) and increase it according to the following procedure: set \(z_j = 1\) in descending order of \(|a_j^{UB}|\) for \(j \in [p]\) with \((\ell_j, u_j) = (0, 1)\), and also set \(z_{p+j} = 1\) in descending order of \(|b_{j}^{UB}|\) for \(j \in [q]\) with \((\ell_{p+j}, u_{p+j}) = (0, 1)\). This procedure continues until Eq. (22) holds.

Let \(z^{LB}\) denote a solution given by this procedure. We then solve the generalized eigenvalue problem (28) with \(z = z^{LB}\) to compute \((a^{LB}, b^{LB})\) as in Eqs. (29) and (30). A lower bound on subproblem SP(\(\ell, u\)) is then calculated as
\[
lower((\ell, u)) = \lambda^*_{\text{max}}(z^{LB}).
\] (33)

4.4. Algorithm

Let \(f^*\) be the optimal objective value of the MIO problem (14)–(18). Then, \((\hat{a}, \hat{b}, \hat{z})\) is called an \(\varepsilon\)-optimal solution to problem (14)–(18) if it is feasible for problem (14)–(18) and satisfies
\[
\hat{a}^\top C_{xy} \hat{b} \geq f^* - \varepsilon,
\]
where \(\varepsilon \geq 0\) is a user-defined tolerance parameter for optimality.

Algorithm 1 shows our branch-and-bound algorithm, which starts with initialization (line 1). Specifically, we add the root node \((\ell, u) = (0, 1)\) to the node set \(\mathcal{N}\). We also set incumbent solution \((\hat{a}, \hat{b}, \hat{z})\), lower bound \(f^{LB}\), and upper bound \(f^{UB}\), where \(\lambda^*_{\text{max}}\) is given by the generalized eigenvalue problem (11).

We next select a node \((\ell, u) \in \mathcal{N}\) and check conditions (26) and (27) of terminal nodes (lines 3–7). If \((\ell, u)\) is a terminal node (i.e., \(k = 0\)), then Eqs. (29)–(31) (lines 8–9) can be used to compute an optimal solution \((a^{SP}, b^{SP}, z^{SP})\) to the subproblem. If necessary, we update the lower bound and incumbent solution (lines 10–11).
If \((\ell, u)\) is not a terminal node (i.e., \(k \neq 0\)), we explore new nodes by fixing \(z_k \in \{0, 1\}\) (lines 12–14). We then compute the upper bound (32) and lower bound (33) on the new subproblems (lines 15–19). As Figure 2 shows, the upper-bound solution (i.e., \(z = u\)) of the new node is equal to that of its parent node when \(z_k = 1\) (line 18). If necessary, we update the lower bound and incumbent solution, and add the new node to the node set (lines 20–23).

We remove from the node set all unpromising nodes that can be proved not to produce an optimal solution, and then calculate the upper bound (lines 24–25). The algorithm terminates if the optimality gap is sufficiently small (line 2).

The following theorem verifies the validity of our branch-and-bound algorithm.

**Theorem 2.** Algorithm 1 terminates in a finite number of iterations, then outputs an \(\varepsilon\)-optimal solution to problem (14)–(18).

**Proof.** Algorithm 1 terminates in a finite number of iterations because the number of all possible nodes is \(2^{p+q+1} - 1\). Algorithm 1 also outputs an \(\varepsilon\)-optimal solution because its procedure for pruning the enumeration tree is valid (see, e.g., Proposition 1.3, Section II.4.1 of Wolsey and Nemhauser [65]).

**Remark 1.** Let \((\hat{a}, \hat{b}, \hat{z})\) be a solution to problem (14)–(18). To compute the second pair of canonical weight vectors, we must solve problem (14)–(18) again after updating the covariance matrices based on orthogonal projections as

\[
C_{xx} \leftarrow (I - \hat{a} \hat{a}^\top C_{xx})^\top C_{xx} (I - \hat{a} \hat{a}^\top C_{xx}),
\]

\[
C_{xy} \leftarrow (I - \hat{a} \hat{a}^\top C_{xx})^\top C_{xy} (I - \hat{b} \hat{b}^\top C_{yy}),
\]

\[
C_{yy} \leftarrow (I - \hat{b} \hat{b}^\top C_{yy})^\top C_{yy} (I - \hat{b} \hat{b}^\top C_{yy}).
\]

We can repeat this process to compute subsequent pairs of canonical weight vectors [62].

### 5. Computational Results

This section evaluates the efficacy of our method through computational experiments. After explaining our experimental design (Section 5.1), we
investigate the computational efficiency of the two eigenvalue problems (Section 5.2) and that of the node selection and branching rules (Section 5.3). We then examine the performance of our branch-and-bound algorithm by comparison with other sparse estimation methods (Section 5.4).

5.1. Experimental Design

Table 1 lists datasets downloaded from the UCI Machine Learning Repository [18]. Each categorical variable with two categories was treated as a dummy variable, and those with three or more categories were eliminated. Resultant variables were divided into the first \( p \) variables (i.e., \( x \)) and the remaining \( q \) variables (i.e., \( y \)). Each dataset consisting of \( n \) data instances was split 70 : 30 into training and test sets, with the training set used for sparse CCA estimation and the generalization (out-of-sample) performance estimated from applying the trained CCA model to the test set.

We implemented our branch-and-bound algorithm (Algorithm 1) in the Python programming language on Google Colaboratory [11], solving eigenvalue problems using the \texttt{scipy.linalg} module. The algorithm was terminated if it did not complete within 1,000 s. In those cases, the best feasible solution obtained within 1,000 s was taken as the result.

The following column labels are used in Tables 2–4:

- **LB:** Lower bound \( f^{\text{LB}} \) on problem (14)–(18)
- **Gap:** Optimality gap defined by \( (f^{\text{UB}} - f^{\text{LB}})/f^{\text{LB}} \)
- **#Nodes:** Number of nodes explored in Algorithm 1

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>( n )</th>
<th>( p )</th>
<th>( q )</th>
<th>Original dataset [18]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine-R</td>
<td>1,599</td>
<td>6</td>
<td>5</td>
<td>Wine Quality (red wine)</td>
</tr>
<tr>
<td>Wine-W</td>
<td>4,898</td>
<td>6</td>
<td>5</td>
<td>Wine Quality (white wine)</td>
</tr>
<tr>
<td>Stdnt-M</td>
<td>395</td>
<td>13</td>
<td>13</td>
<td>Student Performance (mathematics)</td>
</tr>
<tr>
<td>Stdnt-P</td>
<td>649</td>
<td>13</td>
<td>13</td>
<td>Student Performance (Portuguese language)</td>
</tr>
<tr>
<td>Music</td>
<td>1,059</td>
<td>34</td>
<td>34</td>
<td>Geographical Original of Music</td>
</tr>
<tr>
<td>YearMSD</td>
<td>515,345</td>
<td>45</td>
<td>45</td>
<td>YearPredictionMSD</td>
</tr>
</tbody>
</table>
Time: Computation time in seconds

The smallest optimality gaps for each problem instance are shown in bold.

5.2. Comparison of Eigenvalue Problems

As mentioned in Section 2, the CCA computation (4)–(6) can be reduced to the generalized eigenvalue problem (11) or the standard eigenvalue problem (13). Table 2 shows computational results from Algorithm 1, where the lower and upper bounds on subproblems were computed solving the following eigenvalue problems:

GenEgv: Algorithm 1 using the generalized eigenvalue problem (11),

StdEgv: Algorithm 1 using the standard eigenvalue problem (13).

Here, we adopted the depth-first search (DFS) node selection and WgtUB branching rules (see Section 5.3 for details). The results for the Wine-R and Wine-W datasets are omitted because the algorithm finished in very short times.

Table 2 shows that the StdEgv method was always faster than the GenEgv method when both finished within 1,000 s. Even when both methods failed to finish within 1,000 s, the results obtained by each were comparable. Note that the matrix size is \((p+q) \times (p+q)\) in the generalized eigenvalue problem (11), whereas it is \(q \times q\) in the standard eigenvalue problem (13). The following sections therefore show computational results from Algorithm 1 using the standard eigenvalue problem.

5.3. Comparison of Node Selection and Branching Rules

The following node selection rules are commonly used in branch-and-bound algorithms (see, e.g., Section II.4.2 of Wolsey and Nemhauser [65]):

BFS: Breadth-first search

DFS: Depth-first search

LUB: Selection of the node having the largest upper bound

We used the following rules to select branching variables:

Random: Random selection of branching variables
### WgtFull:
Descending order of absolute values of canonical weights \((a, b)\) given by the full model (4)–(6)

### WgtUB:
Largest absolute value of canonical weights \((a_{UB}, b_{UB})\) based on the upper bound \(f_{UB}\)

Tables 3 and 4 show computational results from Algorithm 1 with various combinations of node selection and branching rules (see also lines 3, 5, and 7 of Algorithm 1). Results for the Wine-R and Wine-W datasets are omitted because the algorithm finished in very short times.

Table 3 lists the results for small datasets (i.e., \((p, q) \leq (13, 13)\)). The DFS rule was often the fastest node selection rule. As for branching rules, the Random rule was clearly worst, and the WgtUB rule was often the best in terms of both short computation time and small number of explored nodes.

Table 4 lists the results for large datasets (i.e., \((p, q) \geq (34, 34)\)). Algorithm 1 was terminated due to the time limit in most problem instances. However, its computation using the DFS and WgtUB rules finished within 1,000 s for \((\theta_x, \theta_y) = (3, 3)\). In the following sections, we therefore show computational results from Algorithm 1 using the combination of DFS and WgtUB rules.

### 5.4. Comparison of Sparse Estimation Methods

We compare the computational performance of the following methods for sparse CCA estimation:

#### B&B:
Our branch-and-bound algorithm (Algorithm 1), where the standard eigenvalue problem (13) was solved for lower- and upper-bound computations, adopting the DFS node selection and WgtUB branching rules.

#### Gurobi:
Direct application of the optimization software Gurobi Optimizer 9.0.3 [22] to the MIO problem (14)–(18), where the indicator constraint was used to impose the constraint (16) as

\[
\begin{align*}
z_j = 0 & \Rightarrow a_j = 0 \quad (j \in [p]), \\
z_{p+j} = 0 & \Rightarrow b_j = 0 \quad (j \in [q]).
\end{align*}
\]

Computations were performed on a Windows computer with an Intel Core i7-4790 CPU (3.60 GHz) and 16 GB of memory, using a single thread.
**L1-Rgl:** $L_1$-regularized estimation [16], which was implemented using the 
`sRDA` package in the R programming language on Google Colaboratory [11]. We selected $\theta_x$ and $\theta_y$ variables with nonzero weights, then 
computed their weights by solving the corresponding generalized eigenvalue problem (28).

**FwdSW:** Forward stepwise selection [60], which was implemented in the 

Tables 5 and 6 show computational results of the sparse estimation methods. The columns labeled “Correlation” show values of the canonical correlation (3) for training and test sets, with best values for each problem instance 
are shown in bold. The column labeled “Time” shows computation times in seconds.

Table 5 lists the results for small datasets (i.e., $(p, q) \leq (13, 13)$). Our 
B&B algorithm attained the largest training correlation value for all problem 
instances. This is the expected result because our algorithm is developed 
for optimal sparse estimation aimed at maximizing the canonical correlation (14). On the other hand, Gurobi required much longer computation 
times and terminated due to the time limit for the Stdnt-M and Stdnt-P datasets. Moreover, our B&B algorithm also delivered large correlation val-
ues for the test sets. Differences in test correlation values between the B&B 
algorithmand other methods were especially large when subset sizes $(\theta_x, \theta_y)$ 
were small. These results suggest that our algorithm is capable of not only 
maximizing the canonical correlation (14), but also achieving good general-
ization performance.

Table 6 lists the results for large datasets (i.e., $(p, q) \geq (34, 34)$). Our 
B&B algorithm often time-limit terminated, and optimality of the obtained 
solution is not guaranteed in those cases. Nevertheless, our B&B algorithm 
attained largest training and test correlation values for all problem instances 
except for the YearMSD dataset with $(\theta_x, \theta_y) = (10, 10)$. Differences in corre-
lation values between the B&B algorithm and other methods were still large 
when subset sizes $(\theta_x, \theta_y)$ were relatively small. These results demonstrate 
that our algorithm can be expected to deliver good-quality solutions even 
when terminated in the middle of computation.
6. Conclusion

We considered the problem of optimal sparse CCA estimation. We derived an MIO formulation for this problem and developed a high-performance branch-and-bound algorithm based on the generalized eigenvalue problem. In contrast to conventional methods for sparse CCA estimation, our algorithm is capable of finding solutions with guaranteed optimality in terms of the canonical correlation.

To confirm the effectiveness of our method, we conducted computational experiments using real-world datasets obtained from the UCI Machine Learning Repository [18]. The results suggested that our algorithm can achieve better generalization performance than do conventional methods. In addition, our algorithm can be expected to deliver good-quality solutions even when terminated in the middle of computation.

Although our method can potentially find good-quality solutions to sparse CCA problems, applying it to large datasets is computationally expensive. Thus, it is more practical to choose between our method and heuristic algorithms according to the task at hand. We also demonstrated the potential of a tailored branch-and-bound algorithm for sparse dimensionality reduction. Notably, our algorithm is a generalized version of the optimal sparse PCA algorithm [5] and can also be applied to sparse PLS regression. This will stimulate further application of optimal sparse estimation to various multivariate analyses.

A future direction of study will be to derive tighter bounds to speed up the branch-and-bound algorithm. We can also employ robust estimation techniques to mitigate the negative effects of outliers in sparse estimation algorithms. Another direction for future research is to determine optimal subset sizes $\theta_x$ and $\theta_y$ in the process of sparse estimation, as in the case of linear regression [41, 42, 50].
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Algorithm 1 Branch-and-bound Algorithm for Solving Problem (14)–(18).

**Input:** covariance matrices $C_{xx}, C_{xy}, C_{yy}$; subset sizes $\theta_x, \theta_y$; optimality tolerance $\varepsilon$

**Output:** $\varepsilon$-optimal solution $(\hat{a}, \hat{b}, \hat{z})$ to problem (14)–(18)

1: initialization: $(\ell, u) \leftarrow (0, 1), N \leftarrow \{(\ell, u)\}, (\hat{a}, \hat{b}, \hat{z}) \leftarrow (0, 0, 0), f^{\text{LB}} \leftarrow 0, f^{\text{UB}} \leftarrow \lambda^*_{\text{max}}$

2: while $f^{\text{UB}} - f^{\text{LB}} > \varepsilon$ do

3: set $k \leftarrow 0, \text{ select } (\ell, u) \in N \text{ by a node selection rule}$

4: if terminal$(\ell, u, (1,p), \theta_x) = \text{false}$ then \hspace{1cm} $\triangleright$ Eq. (26)

5: select $k \in [p]$ such that $(\ell_k, u_k) = (0,1)$ \hspace{1cm} $\triangleright$ by a branching rule

6: else if terminal$(\ell, u, (p+1,p+q), \theta_y) = \text{false}$ then \hspace{1cm} $\triangleright$ Eq. (27)

7: select $k - p \in [q]$ such that $(\ell_k, u_k) = (0,1)$ \hspace{1cm} $\triangleright$ by a branching rule

8: if $k = 0$ then \hspace{1cm} $\triangleright$ $(\ell, u)$ is a terminal node

9: compute lower $\leftarrow \lambda^*_{\text{max}}(z^{\text{SP}})$ with $(a^{\text{SP}}, b^{\text{SP}}, z^{\text{SP}})$ \hspace{1cm} $\triangleright$ Eqs. (29)–(31)

10: if lower $> f^{\text{LB}}$ then

11: update $f^{\text{LB}} \leftarrow \text{lower}$ and $(\hat{a}, \hat{b}, \hat{z}) \leftarrow (a^{\text{SP}}, b^{\text{SP}}, z^{\text{SP}})$ \hspace{1cm} $\triangleright$ lower-bound update

12: else \hspace{1cm} $\triangleright$ $(\ell, u)$ is not a terminal node

13: for $\text{val} \in \{0,1\}$ do

14: set newnode $\leftarrow (\ell, u)$ with $\ell_k = u_k = \text{val}$ \hspace{1cm} $\triangleright$ branching operation

15: if $\text{val} = 0$ then \hspace{1cm} $\triangleright z_k = 0$

16: compute upper $\leftarrow \text{upper(newnode)}$ \hspace{1cm} $\triangleright$ Eq. (32)

17: else if $\text{val} = 1$ then \hspace{1cm} $\triangleright z_k = 1$

18: take upper from newnode’s parent node

19: compute lower $\leftarrow \text{lower(newnode)}$ with $(a^{\text{LB}}, b^{\text{LB}}, z^{\text{LB}})$ \hspace{1cm} $\triangleright$ Eq. (33)

20: if lower $> f^{\text{LB}}$ then

21: update $f^{\text{LB}} \leftarrow \text{lower}$ and $(\hat{a}, \hat{b}, \hat{z}) \leftarrow (a^{\text{LB}}, b^{\text{LB}}, z^{\text{LB}})$ \hspace{1cm} $\triangleright$ lower-bound update

22: if upper $> f^{\text{LB}}$ then

23: add newnode to $N$

24: remove any node from $N$ such that upper(node) $\leq f^{\text{LB}}$ \hspace{1cm} $\triangleright$ bounding operation

25: update $f^{\text{UB}} \leftarrow \max\{\text{upper(node)} | \text{node} \in N\}$ \hspace{1cm} $\triangleright$ upper-bound update

26: return $(\hat{a}, \hat{b}, \hat{z})$
Table 2: Comparison of Eigenvalue Problems

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$n$</th>
<th>$p$</th>
<th>$q$</th>
<th>$\theta_x$</th>
<th>$\theta_y$</th>
<th>Methods</th>
<th>LB</th>
<th>Gap</th>
<th>#Nodes</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stdnt-M</td>
<td>395</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>GenEgv</td>
<td>0.4735</td>
<td>0%</td>
<td>4,971</td>
<td>3.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.4735</td>
<td>0%</td>
<td>4,971</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
<td>GenEgv</td>
<td>0.5401</td>
<td>0%</td>
<td>6,379</td>
<td>4.76</td>
<td>6,379</td>
<td>4.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.5401</td>
<td>0%</td>
<td>6,379</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stdnt-P</td>
<td>649</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>GenEgv</td>
<td>0.4619</td>
<td>0%</td>
<td>2,727</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.4619</td>
<td>0%</td>
<td>2,727</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
<td>GenEgv</td>
<td>0.5081</td>
<td>0%</td>
<td>3,313</td>
<td>2.47</td>
<td>3,313</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.5081</td>
<td>0%</td>
<td>3,313</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Music</td>
<td>1,059</td>
<td>34</td>
<td>34</td>
<td>3</td>
<td>3</td>
<td>GenEgv</td>
<td>0.8693</td>
<td>0%</td>
<td>71,083</td>
<td>68.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.8693</td>
<td>0%</td>
<td>71,083</td>
<td>56.54</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
<td>GenEgv</td>
<td>0.8799</td>
<td>5.6%</td>
<td>722,919</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.8808</td>
<td>5.5%</td>
<td>1,043,617</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td></td>
<td>GenEgv</td>
<td>0.9094</td>
<td>2.1%</td>
<td>612,003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.9094</td>
<td>2.1%</td>
<td>997,873</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YearMSD</td>
<td>515,345</td>
<td>45</td>
<td>45</td>
<td>3</td>
<td>3</td>
<td>GenEgv</td>
<td>0.7755</td>
<td>0%</td>
<td>371,261</td>
<td>475.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.7755</td>
<td>0%</td>
<td>371,261</td>
<td>403.62</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
<td>GenEgv</td>
<td>0.8052</td>
<td>11.9%</td>
<td>602,495</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.8052</td>
<td>11.9%</td>
<td>784,345</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td></td>
<td>GenEgv</td>
<td>0.8495</td>
<td>6.1%</td>
<td>535,823</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>StdEgv</td>
<td>0.8495</td>
<td>6.1%</td>
<td>755,025</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3: Comparison of Node Selection and Branching Rules \(((p,q) \leq (13,13))\)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>n</th>
<th>p</th>
<th>q</th>
<th>θₓ</th>
<th>θᵧ</th>
<th>Node</th>
<th>Branch</th>
<th>LB</th>
<th>Gap</th>
<th>#Nodes</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stdnt-M</td>
<td>395</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>BFS</td>
<td>Random</td>
<td>0.4735</td>
<td>0%</td>
<td>47,089</td>
<td>565.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.4735</td>
<td>0%</td>
<td>7,909</td>
<td>19.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.4735</td>
<td>0%</td>
<td>3,501</td>
<td>4.8</td>
</tr>
<tr>
<td>DFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Random</td>
<td>Random</td>
<td>0.4735</td>
<td>0%</td>
<td>58,265</td>
<td>34.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.4735</td>
<td>0%</td>
<td>8,415</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.4735</td>
<td>0%</td>
<td>4,971</td>
<td>3.1</td>
</tr>
<tr>
<td>LUB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Random</td>
<td>Random</td>
<td>0.4735</td>
<td>0%</td>
<td>44,339</td>
<td>518.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.4735</td>
<td>0%</td>
<td>7,909</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.4735</td>
<td>0%</td>
<td>3,501</td>
<td>5.9</td>
</tr>
<tr>
<td>Stdnt-P</td>
<td>649</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>BFS</td>
<td>Random</td>
<td>0.4619</td>
<td>0%</td>
<td>33,859</td>
<td>303.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.4619</td>
<td>0%</td>
<td>6,697</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.4619</td>
<td>0%</td>
<td>2,501</td>
<td>3.2</td>
</tr>
<tr>
<td>DFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Random</td>
<td>Random</td>
<td>0.4619</td>
<td>0%</td>
<td>38,627</td>
<td>23.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.4619</td>
<td>0%</td>
<td>6,743</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.4619</td>
<td>0%</td>
<td>2,727</td>
<td>1.6</td>
</tr>
<tr>
<td>LUB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Random</td>
<td>Random</td>
<td>0.4619</td>
<td>0%</td>
<td>39,705</td>
<td>358.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.4619</td>
<td>0%</td>
<td>6,697</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.4619</td>
<td>0%</td>
<td>2,501</td>
<td>3.1</td>
</tr>
<tr>
<td>Stdnt-P</td>
<td>649</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>BFS</td>
<td>Random</td>
<td>0.5075</td>
<td>4.5%</td>
<td>43,139</td>
<td>&gt;1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.5081</td>
<td>0%</td>
<td>3,163</td>
<td>4.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.5081</td>
<td>0%</td>
<td>1,785</td>
<td>2.0</td>
</tr>
<tr>
<td>DFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Random</td>
<td>Random</td>
<td>0.5081</td>
<td>0%</td>
<td>117,123</td>
<td>81.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.5081</td>
<td>0%</td>
<td>3,113</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.5081</td>
<td>0%</td>
<td>3,313</td>
<td>2.2</td>
</tr>
<tr>
<td>LUB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Random</td>
<td>Random</td>
<td>0.5081</td>
<td>0.9%</td>
<td>42,737</td>
<td>&gt;1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.5081</td>
<td>0%</td>
<td>3,075</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.5081</td>
<td>0%</td>
<td>1,701</td>
<td>1.9</td>
</tr>
</tbody>
</table>
Table 4: Comparison of Node Selection and Branching Rules \((p, q) \geq (34, 34)\)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(n)</th>
<th>(p)</th>
<th>(q)</th>
<th>(\theta_x)</th>
<th>(\theta_y)</th>
<th>Node</th>
<th>Branch</th>
<th>LB</th>
<th>Gap</th>
<th>#Nodes</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Music</td>
<td>1,059</td>
<td>34</td>
<td>34</td>
<td>3</td>
<td>3</td>
<td>BFS</td>
<td>Random</td>
<td>0.8660</td>
<td>7.2%</td>
<td>25,649</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8660</td>
<td>5.8%</td>
<td>26,009</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8693</td>
<td>4.3%</td>
<td>44,183</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DFS</td>
<td>Random</td>
<td>0.8647</td>
<td>7.4%</td>
<td>821,135</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8618</td>
<td>5.7%</td>
<td>1,287,523</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8692</td>
<td>0%</td>
<td>71,083</td>
<td>56.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LUB</td>
<td>Random</td>
<td>0.8660</td>
<td>6.6%</td>
<td>32,903</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8681</td>
<td>3.3%</td>
<td>34,135</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8692</td>
<td>0.4%</td>
<td>44,909</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td>5 5</td>
<td>BFS</td>
<td>Random</td>
<td>0.8869</td>
<td>4.7%</td>
<td>20,291</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8869</td>
<td>4.3%</td>
<td>20,537</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8908</td>
<td>3.9%</td>
<td>23,203</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DFS</td>
<td>Random</td>
<td>0.8804</td>
<td>5.5%</td>
<td>794,145</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8748</td>
<td>5.8%</td>
<td>1,192,177</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8808</td>
<td>5.5%</td>
<td>1,043,617</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LUB</td>
<td>Random</td>
<td>0.8805</td>
<td>5.3%</td>
<td>24,235</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8837</td>
<td>3.3%</td>
<td>41,771</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8869</td>
<td>2.6%</td>
<td>40,213</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YearMSD</td>
<td>515,345</td>
<td>45</td>
<td>45</td>
<td>3</td>
<td>3</td>
<td>BFS</td>
<td>Random</td>
<td>0.7753</td>
<td>16.1%</td>
<td>22,755</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.7755</td>
<td>11.7%</td>
<td>22,777</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.7755</td>
<td>11.4%</td>
<td>23,055</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DFS</td>
<td>Random</td>
<td>0.7753</td>
<td>16.3%</td>
<td>657,839</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.7755</td>
<td>14.4%</td>
<td>1,062,445</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.7755</td>
<td>0%</td>
<td>371,261</td>
<td>403.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LUB</td>
<td>Random</td>
<td>0.7753</td>
<td>15.5%</td>
<td>26,449</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.7755</td>
<td>7.4%</td>
<td>30,107</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.7755</td>
<td>5.6%</td>
<td>30,927</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 5</td>
<td>BFS</td>
<td>Random</td>
<td>0.8160</td>
<td>10.5%</td>
<td>18,251</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8172</td>
<td>9.4%</td>
<td>18,433</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8172</td>
<td>9.3%</td>
<td>18,857</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DFS</td>
<td>Random</td>
<td>0.8052</td>
<td>11.9%</td>
<td>631,163</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8172</td>
<td>9.8%</td>
<td>970,483</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8052</td>
<td>11.9%</td>
<td>784,345</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LUB</td>
<td>Random</td>
<td>0.8052</td>
<td>11.6%</td>
<td>21,183</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtFull</td>
<td>0.8172</td>
<td>6.2%</td>
<td>24,649</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WgtUB</td>
<td>0.8172</td>
<td>5.7%</td>
<td>24,335</td>
<td>&gt; 1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 5: Comparison of Sparse Estimation Methods \((p,q) \leq (13,13)\)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(n)</th>
<th>(p)</th>
<th>(q)</th>
<th>(\theta_x)</th>
<th>(\theta_y)</th>
<th>Method</th>
<th>Training</th>
<th>Test</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine-R</td>
<td>1,599</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>B&amp;B</td>
<td>0.8477</td>
<td>0.8529</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.8477</td>
<td>0.8529</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.6808</td>
<td>0.6103</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.8208</td>
<td>0.8288</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.9304</td>
<td>0.8545</td>
<td>&lt; 0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.9304</td>
<td>0.8545</td>
<td>46.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.8525</td>
<td>0.8460</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.9247</td>
<td>0.8456</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Wine-W</td>
<td>4,898</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>B&amp;B</td>
<td>0.9248</td>
<td>0.8372</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.9248</td>
<td>0.8372</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.8668</td>
<td>0.7846</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.9033</td>
<td>0.8201</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.9601</td>
<td>0.8751</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.9601</td>
<td>0.8751</td>
<td>37.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.9254</td>
<td>0.8340</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.9601</td>
<td>0.8751</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Stdnt-M</td>
<td>395</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.4735</td>
<td>0.4984</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.4264</td>
<td>0.5674</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.4042</td>
<td>0.1054</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.4443</td>
<td>0.4443</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>B&amp;B</td>
<td>0.5401</td>
<td>0.4932</td>
<td>4.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.4885</td>
<td>0.4952</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.4920</td>
<td>0.3633</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.5401</td>
<td>0.4932</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Stdnt-P</td>
<td>649</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.4619</td>
<td>0.3466</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.4502</td>
<td>0.3183</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.4585</td>
<td>0.3141</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.4595</td>
<td>0.3148</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>B&amp;B</td>
<td>0.5081</td>
<td>0.3324</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.4800</td>
<td>0.3073</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.5042</td>
<td>0.3394</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.5081</td>
<td>0.3324</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>
Table 6: Comparison of Sparse Estimation Methods ((p, q) ≥ (34, 34))

<table>
<thead>
<tr>
<th>Dataset</th>
<th>n</th>
<th>p</th>
<th>q</th>
<th>$\theta_x$</th>
<th>$\theta_y$</th>
<th>Method</th>
<th>Training</th>
<th>Test</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Music</td>
<td>1,059</td>
<td>34</td>
<td>34</td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.8693</td>
<td>0.6335</td>
<td>56.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.6788</td>
<td>0.6195</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.7999</td>
<td>0.6130</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.8258</td>
<td>0.5188</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>B&amp;B</td>
<td>0.8808</td>
<td>0.7043</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.6572</td>
<td>0.5502</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.8122</td>
<td>0.5633</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.8501</td>
<td>0.5617</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td></td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.9094</td>
<td>0.9379</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>N/A</td>
<td>N/A</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.8274</td>
<td>0.6200</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.8895</td>
<td>0.6570</td>
<td>0.6</td>
</tr>
<tr>
<td>YearMSD</td>
<td>515,345</td>
<td>45</td>
<td>45</td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.7755</td>
<td>0.8027</td>
<td>403.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.4877</td>
<td>0.5064</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.6402</td>
<td>0.6395</td>
<td>130.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.7280</td>
<td>0.7366</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>B&amp;B</td>
<td>0.8052</td>
<td>0.8303</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.5575</td>
<td>0.5693</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.6971</td>
<td>0.6982</td>
<td>133.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.7910</td>
<td>0.8024</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td></td>
<td>3</td>
<td>3</td>
<td>B&amp;B</td>
<td>0.8495</td>
<td>0.8650</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gurobi</td>
<td>0.6530</td>
<td>0.6657</td>
<td>&gt; 1,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>L1-Rgl</td>
<td>0.7642</td>
<td>0.7566</td>
<td>193.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FwdSW</td>
<td>0.8663</td>
<td>0.8873</td>
<td>115.2</td>
</tr>
</tbody>
</table>