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Abstract We propose a new nonmonontone accelerated proximal gradient method with variable stepsize strategy for minimizing the sum of a nonsmooth function with a smooth one in the nonconvex setting. In this algorithm, the objective function value be allowed to increase discontinuously, but is decreasing from the overall point of view. The variable stepsize strategy don’t need a line search or to know the Lipschitz constant, which makes the algorithm easier to implement. Every sequence of iterates generated by the algorithm converges to a critical point of the objective function. Further, under the assumption that the objective function satisfies the Kurdyka-Łojasiewicz inequality, we prove the convergence rates of the objective function value and the iterates. Moreover, numerical results on both convex and nonconvex problems are reported to demonstrate the effectiveness and superiority of the proposed methods and stepsize strategy.
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1 Introduction

Triggered by practical problems in signal processing, image processing, and machine learning [24, 28, 47, 48], there has been an increased interest in so-called composite objective functions:

\[ \min_{x} F(x) = f(x) + g(x), \]

where \( f \) is a smooth (possibly nonconvex) function with Lipschitz continuous gradient and \( g \) is a proper
lower semicontinuous (possibly nonconvex and nonsmooth) function. Furthermore, we require $F$ to be coercive, i.e., $\|x\|_2 \to \infty$ implies that $F(x) \to \infty$ and bounded from below by some value $\inf F > -\infty$.

In convex optimization, the property that one of the function is smooth and another is convex makes the proximal gradient (PG) method [46] well defined and be a benchmark approach for solving the problem (P). The concrete iterative scheme of this method can be read as:

$$x_{k+1} \in \text{prox}_{\lambda_k g} (x_k - \lambda_k \nabla f(x_k)),$$

where $\lambda_k > 0$ denotes the stepsize and the proximal mapping of $\lambda g$ is defined by

$$\text{prox}_{\lambda g} (u) := \arg \min_{x \in \mathbb{R}^n} \left\{ g(x) + \frac{1}{2\lambda} \|x - u\|^2 \right\}.$$

Algorithm (1) is a descent scheme provided that $0 < \lambda_k \leq \frac{1}{L_f}$ and the sequence generated by it converges (weakly in an infinite-dimensional space) to the minimizer; and the convergence rate of objective function values is $o\left(\frac{1}{k}\right)$ [16, 23, 46]. In such convex setting, the well-known iterative shrinkage and soft-thresholding algorithm (ISTA) [14, 27] and projected gradient method [39] are also special cases of this method with proximal operator derived by $l_1$-norm and indicator function of certain convex set, respectively.

Some accelerated proximal gradient (APG) algorithms be proposed in order to accelerate the convergence rate and enhance the numerical performance of the PG method by incorporating an inertial term, which is computed by the difference of the two preceding iterations, i.e.,

$$y_{k+1} = x_k + \gamma_k (x_k - x_{k-1}) \quad \text{with} \quad \gamma_k \in [0, 1)
$$

$$x_{k+1} \in \text{prox}_{\lambda_{k+1} g} (y_{k+1} - \lambda_{k+1} \nabla f (y_{k+1})).$$

This seminal work proposed by Nestorev [41], who showed the $O\left(\frac{1}{k^2}\right)$ convergence rate with $\gamma_k = \frac{t_k - 1}{t_k + 1}$, where $t_{k+1} = \frac{1 + \sqrt{1 + 4t_k^2}}{2}$ and $t_0 = 1$ for smooth setting and several extensions have been made in the nonsmooth and convex setting, for example, [4, 6, 8, 9, 12, 13, 26, 29, 33, 35, 36, 49]. In the case of nonconvex, the inertial optimization algorithm has the ability to detect multiple critical points of nonconvex functions via an appropriate control of the inertial parameter, while, non-inertial methods lack this property [20]. However, since that the proximal operator is not anymore single-valued [18], the convergence analysis for the inertial algorithm becomes more complex. A common method is to assume that the functions in the objective have the Kurdyka-Lojasiewicz property [34], which is almost always satisfied from a practical point of view of image processing, computer vision, or machine learning. Under the assumption that the nonsmooth part of the objective function is convex, while the smooth counterpart is allowed to be nonconvex, Ochs et al. [42] proposed an inertial proximal algorithm for nonconvex optimization (ipiano) and obtained convergence result based on the Kurdyka-Lojasiewicz inequality; Wenbo & Chen [53] proved the $R$-linear convergence for the APG with a extrapolation coefficient, which has an upper bound less than 1, under the error bound condition [50] (Bolte in [18] showed that there has a quantitative relationship between the error bound (EB) condition and the Kurdyka-Lojasiewicz property); Wu & Li [54] considered a general inertial proximal gradient method with two different extrapolation coefficients,
and the local linear convergence also can be established for the proposed method by using the EB condition.

With the growing use of non-convex objective function in applied fields like image processing and machine learning, the needs of numerical methods for the fully nonconvex setting increased significantly. However, it is difficult to extend the results directly from convex setting to nonconvex setting. A class of Bregman proximal gradient methods [57,43], which can be seen as a further developments on PG, be used for solving the fully nonconvex setting. The Bregman proximal gradient methods replaces the proximal mapping in (2) by

$$\text{prox}^h_{\lambda g} (u, v) := \arg \min_{x \in \mathbb{R}^n} \{g(x) + \langle x, v \rangle + D_h(x, u)\},$$  \hspace{1cm} (4)

where $D_h(x, u)$, called Bregman distance, be defined as $D_h(x, u) := h(x) - (h(u) + \langle \nabla h(u), x - u \rangle)$ with a strong convex function $h$. Easy to observe that (4) can reduce to (2) if taking $h := \frac{1}{2} \| \cdot \|^2$. More on the property of the Bregman distance can refer to [10] and the detailed theoretical analysis for convex scheme can be found in [21,44,51]. Recently, several efforts on using Bregman proximal gradient methods incorporated inertial term to solve the nonconvex case of problem (P). Bolte [19] proposed a Bregman PG method for nonconvex setting, that is:

$$x_{k+1} \in \text{prox}^h_{\lambda_k g} (x_k, \lambda_k \nabla f(x_k) - \gamma_k (x_k - x_{k-1}))$$

and showed that every sequence of iterates generated by this algorithm converges to a critical point of the objective function provided an appropriate regularization of the objective satisfies the Kurdyka-Lojasiewicz inequality. This algorithm can be reduced to the one proposed by Ochs [42] if taking $h := \frac{1}{2} \| \cdot \|^2$. Further, taking $\beta_k = 0$, the algorithm can be reduced to the one in [17]. Wu&Li [54] proposed an inertial Bregman proximal gradient method, that is

$$x_{k+1} \in \text{prox}^h_{\lambda_k g} (x_k, \lambda_k \nabla f(z_k) - \gamma_k (x_k - x_{k-1})),$$

where $z_k = x_k + \alpha_k (x_k - x_{k-1})$, and show that the sequence converges to the stationary point of objective function and linear convergence rate under Kurdyka-Lojasiewicz framework. More efforts on Bregman proximal gradient methods for solving nonconvex scheme can be found in [7,22,38,40,32,52].

Here, we focus on the algorithm proposed in [37]. The author based on the idea of Beck and Teboulle’s monotone FISTA [13], proposed a monotone APG for fully nonconvex setting. In this method, a proximal gradient step be using as the monitor to make the sufficient descent condition $F(x_{k+1}) \leq F(x_k) - \delta \|v_{k+1} - x_k\|^2$ satisfies, and the convergence rate of function value can be obtained under the assumption that objective function $F$ has the Kurdyka-Lojasiewicz property. Meanwhile, the author extended it to a nonmonotone scheme by relaxing the sufficient descent condition as $F(x_{k+1}) \leq c_k - \delta \|v_{k+1} - x_k\|^2$, where $c_k$ is a relaxation of $F(x_k)$, but can not obtain the corresponding convergence
result. The concrete iterative scheme is:

\[
(y_{k+1} = x_k + \frac{t_{k+1}}{t_k} (z_k - x_k) + \frac{t_{k+1}-1}{t_k} (x_k - x_{k-1})
\]

\[
z_{k+1} = \text{prox}_{\lambda g} (y_{k+1} - \lambda \nabla f (y_{k+1}))
\]

\[
\text{if } F(z_{k+1}) \leq c_k - \rho \| z_{k+1} - y_k \|^2
\]

\[
x_{k+1} = z_{k+1}
\]

\[
\text{else}
\]

\[
v_{k+1} = \text{prox}_{\lambda g} (x_k - \lambda \nabla f (x_k))
\]

\[
x_{k+1} = \begin{cases} z_{k+1}, & \text{if } F(z_{k+1}) \leq F(v_{k+1}), \\ v_{k+1}, & \text{otherwise.} \end{cases}
\]

\[
q_{k+1} = \eta q_k + 1, \quad c_{k+1} = (\eta q_k c_k + F(x_{k+1}))/q_{k+1}
\]

Inspired by the algorithms in [37], we similarly combining the proximal gradient step to the inertial proximal gradient method to propose a new accelerated proximal gradient method with variable stepsize strategy (newAPG\_vs) for solving the fully nonconvex and nonsmooth problem (P) in this paper. The newAPG\_vs algorithm is nonmonotone, which allows function value increasing but the rising value no more than the drop-out value at the previous iteration such that the algorithm is declining on the whole. Although the constant stepsize is feasible, we still propose a variable stepsize strategy to speed up the convergence of algorithm from the numerical point of view. We can show that every accumulation point is a critical point. Then, under the assumption that objective function \( F \) have the KL property, we can obtain the convergence rates of function value and iterates.

The reminder of this paper is organized as follows. In Section 2, we provide our algorithm and show that any accumulation point of generated iterates converges to critical point. In Section 3, we suppose that objective function satisfies the KL inequality and show the convergence rates of function values and iterates. Numerical results are reported in Section 4.

2 A New Nonmonontone Accelerated Proximal Gradient Method with Variable Stepsize Strategy

In the following Algorithm 1, we give the concrete scheme of the new nonmonotone accelerated proximal gradient method with variable stepsize strategy (newAPG\_vs). Easy to see that if the last iteration satisfies the sufficient descent condition, we introduce a trial step \( \hat{x} \) generated by inertial proximal gradient method, which be accepted if function value at this trial point nonincreasing or increasing but the rising function value is less than \( \delta \) times of the drop value of the previous step, where \( \delta \in (0, 1) \); Otherwise, we use the proximal gradient method. If the sufficient descent condition can not be satisfied at the last iteration, we directly use the proximal gradient method to generate the iterates. Hence, the iterates generated by Algorithm 1 can be divided into two cases. Note that

\[
T_{\lambda g} (y) := \text{prox}_{\lambda g} (y - \lambda \nabla f (y)).
\]
Let constant.

Case 1. The trial step be accepted, i.e., \( x_{k+1} = T_{\lambda_{k+1}} (y_{k+1}) \) where \( y_{k+1} = x_k + \gamma_k (x_k - x_{k-1}) \), which be called InertialStep and satisfies the sufficient descent condition \( \| x_k - x_{k-1} \|^2 \leq c (F(x_k) - F(x_{k-1})) \) and \( F(x_{k+1}) \leq F(x_k) + \min (Q_k, \delta (F(x_k) - F(x_{k-1}))) \), which means that we allow the function value at present iteration to increase appropriately, but the increasing value cannot exceed \( \delta \) times of the decrease of previous iteration. Meanwhile, we can deduce that

\[
F(x_{k-1}) - F(x_{k+1}) = F(x_{k-1}) - F(x_k) + F(x_k) - F(x_{k+1})
\]

\[
\geq (1 - \delta) (F(x_{k-1}) - F(x_k))
\]

\[
\geq \left( \frac{1 - \delta}{c} \right) \| x_k - x_{k-1} \|^2.
\]

Case 2. The trial step not be accepted, i.e., \( x_{k+1} = T_{\lambda_{k+1}} (y_{k+1}) \) where \( y_{k+1} = x_k \), which be called ZeroStep since the inertial term equals to 0. Lemma 2.3 will show that the function value is decreasing if using the ZeroStep.

Algorithm 1 A New Nonmonontone Accelerated Proximal Gradient Method with Variable Stepsize

Strategy (newAPG-vs)

Step 0. Take \( x_0 \in \mathbb{R}^n \), \( \lambda_1 > 0 \), \( x_1 = p_{\lambda_1 g} (x_0) \), \( 0 < \mu_1 < \mu_0 < 1 \), \( \delta \in (0, 1) \) and \( c \) is a large sufficiently positive constant.

Let \( \sum_{k=1}^{\infty} Q_k \) and \( \sum_{k=1}^{\infty} E(k) \) are two convergent positive series. Set \( 0 < \mu_1 < \mu_0 < 1 \) and \( \gamma_k \in [0, 1) \).

Step k. If \( 2 |f(x_k) - f(y_k) - \langle \nabla f(x_k), x_k - y_k \rangle| > \frac{\mu_1}{\mu_0} \| x_k - y_k \|^2 \) holds, set

\[
\lambda_{k+1} = \frac{\mu_1 \cdot \| x_k - y_k \|^2}{2 |f(x_k) - f(y_k) - \langle \nabla f(x_k), x_k - y_k \rangle|}
\]

otherwise, set

\[
\lambda_{k+1} = \lambda_k + \min \{ 1, \lambda_k \} E(k).
\]

end

If \( \| x_k - x_{k-1} \|^2 \leq c (F(x_{k-1}) - F(x_k)) \)

compute \( \tilde{y} = x_k + \gamma_k (x_k - x_{k-1}) \) and \( \tilde{x} = T_{\lambda_{k+1}} (\tilde{y}) \) \( F(\tilde{x}) \leq F(x_k) + \min (Q_k, \delta (F(x_k) - F(x_{k-1}))) \)

\[
y_{k+1} = \tilde{y} \quad \text{and} \quad x_{k+1} = \tilde{x}
\]

else

\[
x_{k+1} = T_{\lambda_{k+1}} (y_{k+1}) \quad \text{where} \quad y_{k+1} = x_k
\]

end

else

\[
x_{k+1} = T_{\lambda_{k+1}} (y_{k+1}) \quad \text{where} \quad y_{k+1} = x_k
\]

end

The variable stepsize strategy in Algorithm 1 is also nonmonotonic. It uses the condition

\[
2 |f(x_k) - f(y_k) - \langle \nabla f(x_k), x_k - y_k \rangle| \leq \frac{\mu_0}{\lambda_k} \| x_k - y_k \|^2
\]
to control the increase or decrease of the stepsize. When the condition (11) does not holds, the stepsize \(\lambda_{k+1}\) is determined by (6), which implies that \(\lambda_{k+1} < \lambda_{k}\). Conversely, \(\lambda_{k+1} \geq \lambda_{k}\). And \(\sum_{k=1}^{\infty} E(k)\), which is called control series, is used for controlling the growth rate of stepsize. To analyze the convergence of Algorithm 1, we start from some significant properties of the stepsize \(\{\lambda_k\}\) generated by Algorithm 2.

**Lemma 2.1** Let \(\{\lambda_k\}\) be the sequence generated by Algorithm 2. We have that the sequence \(\{\lambda_k\}\) is convergent. And for all \(k\),

\[
\lambda_k \geq \lambda_{\text{min}} = \min \left\{ \lambda_1, \frac{\mu_1}{L_f} \right\}.
\]  

(12)

**Proof** See the detailed proof in the Appendix A.

**Lemma 2.2** For the sequence \(\{\lambda_k\}\) generated by Algorithm 2, there exists a \(k \geq 1\), for every \(k > \hat{k}\), condition (11) holds constantly.

**Proof** The proof of this Lemma is developed in the Appendix B.

The Lemma 2.2 proved that the stepsize \(\{\lambda_k\}\) generated by the variable stepsize strategy is non-monotone at previous finite steps \(\hat{k}\), and after \(\hat{k}\) step, it will increase monotonically.

**Corollary 2.1** For the sequence \(\{\lambda_k\}\) generated by the variable stepsize strategy in Algorithm 1, denote \(\lim_{k \to \infty} \lambda_k = \lambda^*\). Then, for any \(k > \hat{k}\), we have \(\lambda_k \leq \lambda^*\). And, there exists \(\lambda_{\text{max}} = \max (\lambda^*, \lambda_0, \cdots, \lambda_{\hat{k}})\) such that \(\lambda_k \leq \lambda_{\text{max}}\) for all \(k\).

**Remark 1** The Algorithm 1 with a constant stepsize can still be well defined if we set \(\lambda < \frac{1}{L_f}\).

Now we begin to analyze the convergence of Algorithm 1 by proving some important properties in the following lemmas.

**Lemma 2.3** For \(\mu_0 \in [0, 1]\), if \(\{x_{k+1}\}\) and \(\{y_{k+1}\}\) satisfy the condition (11), then, for any \(z \in \mathbb{R}^n\),

\[ F(x_{k+1}) + \left(1 - \frac{\mu_0}{2\lambda_{k+1}}\right) \|x_{k+1} - y_{k+1}\|^2 \leq F(z) + \left(\frac{1}{2\lambda_{k+1}} + \frac{L_f}{2}\right) \|z - y_{k+1}\|^2, \ \forall k > \hat{k}. \]  

(13)

**Proof.** By the iterative scheme

\[ x_{k+1} = T_{\lambda_{k+1}} (y_{k+1}) = \arg \min_z \left\{ \langle \nabla f(y_{k+1}), z - y_{k+1} \rangle + \frac{1}{2\lambda_{k+1}} \|z - y_{k+1}\|^2 + g(z) \right\}, \]  

(14)

we can deduce that

\[ g(x_{k+1}) + \langle \nabla f(y_{k+1}), x_{k+1} - y_{k+1} \rangle + \frac{1}{2\lambda_{k+1}} \|x_{k+1} - y_{k+1}\|^2 \]

\[ \leq g(z) + \langle \nabla f(y_{k+1}), z - y_{k+1} \rangle + \frac{1}{2\lambda_{k+1}} \|z - y_{k+1}\|^2. \]  

(15)

Using the fact that \(-\nabla f\) is Lipschitz continuous, we have for any \(y, z \in \mathbb{R}^n\)

\[ f(z) \geq f(y) + \langle \nabla f(y), z - y \rangle - \frac{L_f}{2} \|z - y\|^2 \]  

(16)

and recall the condition (11) that

\[ f(x_{k+1}) - f(y_{k+1}) - \langle \nabla f(x_{k+1}), x_{k+1} - y_{k+1} \rangle \leq \frac{\mu_0}{2\lambda_{k+1}} \|x_{k+1} - y_{k+1}\|^2, \ \forall k > \hat{k}. \]  

(17)

Adding both side of (15) by \(f(x_{k+1})\), the conclusion (13) follows from (16) with \(y := y_{k+1}\) and (17).
Lemma 2.4 For \{x_k\} generated by the Algorithm 1, we have both of \( F(x_k) \) and \( \sum_{k=1}^{\infty} |F(x_k) - F(x_{k-1})| \) are convergent.

Proof. Based on the scheme of Algorithm 1, we know that for the InertialStep, i.e., \( x_{k+1} = T_{\lambda_{k+1}} (y_{k+1}) \) where \( y_{k+1} = x_k + \gamma_k (x_k - x_{k-1}) \), it satisfied that \( F(x_{k+1}) - F(x_k) \leq Q_k \), which means that

\[
(F(x_{k+1}) - F(x_k))^+ \leq Q_k. \tag{18}
\]

For the ZeroStep, i.e., \( x_{k+1} = T_{\lambda_{k+1}} (y_{k+1}) \) where \( y_{k+1} = x_k \), using (13) with \( z := x_k \), we have

\[
(F(x_{k+1}) - F(x_k))^+ = 0 \leq Q_k. \tag{19}
\]

Then, combining (18) and (19), we have \( \sum_{k=1}^{\infty} (F(x_{k+1}) - F(x_k))^+ \) is convergent since that \( \sum_{k=1}^{\infty} Q_k \) is a convergent positive series. Next, we show that \( \sum_{k=1}^{\infty} (F(x_{k+1}) - F(x_k))^+ - (F(x_{k+1}) - F(x_k))^+ \) is convergent. We know that

\[
F(x_{k+1}) - F(x_k) = (F(x_{k+1}) - F(x_k))^+ - (F(x_{k+1}) - F(x_k))^+. \tag{20}
\]

Assume to the contrary that \( \sum_{k=1}^{\infty} (F(x_{k+1}) - F(x_k))^+ = +\infty \), then following from (20) that \( F(x_k) \to -\infty \), which contradicts the fact that \( \{F(x_k)\} \) is bounded below. Hence, we have \( \sum_{k=1}^{\infty} (F(x_{k+1}) - F(x_k))^+ \) is convergent. Then \( \{F(x_k)\} \) is convergent following from (20). Further, \( \sum_{k=1}^{\infty} |F(x_{k+1}) - F(x_k)| \) is convergent since \( \sum_{k=1}^{\infty} |F(x_{k+1}) - F(x_k)| = \sum_{k=1}^{\infty} (F(x_{k+1}) - F(x_k))^+ + \sum_{k=1}^{\infty} (F(x_{k+1}) - F(x_k))^+ \).

Lemma 2.5 For \{x_k\}, \{y_k\} generated by the Algorithm 1. Then \( \sum_{k=1}^{\infty} \|x_k - y_k\|^2 \) is convergent.

Proof. Using (13) with \( z := x_k \), we have

\[
\left( \frac{1 - \mu_0}{2\lambda_{k+1}} \right) \|x_{k+1} - y_{k+1}\|^2 \leq F(x_k) - F(x_{k+1}) + \left( \frac{1}{2\lambda_{k+1}} + \frac{L_f}{2} \right) \|x_k - y_{k+1}\|^2 \leq |F(x_{k+1}) - F(x_k)| + \left( \frac{1}{2\lambda_{k+1}} + \frac{L_f}{2} \right) \|x_k - y_{k+1}\|^2. \tag{21}
\]

For the InertialStep, we have

\[
\left( \frac{1 - \mu_0}{2\lambda_{k+1}} \right) \|x_{k+1} - y_{k+1}\|^2 \leq |F(x_{k+1}) - F(x_k)| + \left( \frac{1}{2\lambda_{k+1}} + \frac{L_f}{2} \right) \gamma_k^2 \|x_k - x_{k-1}\|^2 \leq |F(x_{k+1}) - F(x_k)| + \left( \frac{1}{2\lambda_{k+1}} + \frac{L_f}{2} \right) c (F(x_{k-1}) - F(x_k)) \leq |F(x_{k+1}) - F(x_k)| + \left( \frac{1}{2\lambda_{k+1}} + \frac{L_f}{2} \right) c |F(x_{k-1}) - F(x_k)|. \tag{22}
\]
For the ZeroStep, i.e. \( y_{k+1} = x_k \), we can deduce (21) to
\[
\left(1 - \frac{\mu_0}{2\lambda_{k+1}}\right) \|x_{k+1} - y_{k+1}\|^2 \leq |F(x_{k+1}) - F(x_k)| \leq |F(x_{k+1}) - F(x_k)| + \left(\frac{1}{2\lambda_{k+1}} + \frac{L_f}{2}\right)c|F(x_{k-1}) - F(x_k)|. \tag{23}
\]
Combining (22), (23) with Lemma 2.4 and Lemma 2.1, we can deduce that \( \sum_{k=1}^{\infty} \|x_{k+1} - y_{k+1}\|^2 \) is convergent.

**Lemma 2.6** For \( \{x_k\} \) generated by the Algorithm 1. We have \( \sum_{k=1}^{\infty} \|x_{k+1} - x_k\|^2 \) is convergent.

**Proof.** For the InertialStep, we have
\[
\|x_{k+1} - x_k\|^2 \leq 2\|x_{k+1} - y_{k+1}\|^2 + 2\|y_{k+1} - x_k\|^2 \leq 2\|x_{k+1} - y_{k+1}\|^2 + 2\|y_{k+1} - y_{k-1}\|^2 \leq 2\|x_{k+1} - y_{k+1}\|^2 + 2\|x_{k+1} - F(x_{k-1}) - F(x_k)\| \leq 2\|x_{k+1} - y_{k+1}\|^2 + 2\|F(x_{k-1}) - F(x_k)\|. \tag{24}
\]
For the ZeroStep, obviously,
\[
\|x_{k+1} - x_k\|^2 = \|x_{k+1} - y_{k+1}\|^2 \leq 2\|x_{k+1} - y_{k+1}\|^2 + 2\|F(x_{k-1}) - F(x_k)\|. \tag{25}
\]
Combining (24), (25), the conclusion that \( \sum_{k=1}^{\infty} \|x_{k+1} - x_k\|^2 \) is convergent follows from Lemma 2.4 and Lemma 2.5.

**Lemma 2.7** [17] Let \( (x_k, u_k) \) be a sequence such that \( x_k \rightarrow x, u_k \rightarrow u, F(x_k) \rightarrow F(x) \) and \( u_k \in \partial F(x_k) \), then \( u \in \partial F(x) \).

**Theorem 2.1** Let \( \{x_k\} \) generated by Algorithm 1. Then, all the accumulation point of the \( \{x_k\} \) belongs to \( \text{crit } F := \{ x \in \mathbb{R}^n : 0 \in \partial F(x) \} \).

**Proof.** We can easy to show that \( \{x_k\} \) is bounded by the fact that \( \{F(x_k)\} \) is coercive. Suppose that \( \{x_{k_j}\} \) is a convergent subsequence of \( \{x_k\} \) and \( \lim_{j \rightarrow \infty} x_{k_j} = \hat{x} \). Following from (14), we have
\[
\nabla f(x_{k+1}) - \nabla f(y_{k+1}) - \frac{1}{\lambda_{k+1}}(x_{k+1} - y_{k+1}) \in \partial F(x_{k+1}) \tag{26}
\]
Since the fact that \( \nabla f \) is Lipschitz continuous gradient and Lemma 2.5, we obtain that
\[
\left\| \nabla f(x_{k+1}) - \nabla f(y_{k+1}) - \frac{1}{\lambda_{k+1}}(x_{k+1} - y_{k+1}) \right\| \leq \left( L_f + \frac{1}{\lambda_{k+1}} \right)\|x_{k+1} - y_{k+1}\| \rightarrow 0. \tag{27}
\]
In addition, from (15) with \( z := \hat{x}, k + 1 := k_j + 1 \), we have
\[
\langle \nabla f(y_{j+1}), x_{j+1} - y_{j+1} \rangle + \frac{1}{2\lambda_{k_{j+1}+1}}\|x_{j+1} - y_{j+1}\|^2 + g(x_{j+1}) \leq \langle \nabla f(y_{j+1}), \hat{x} - y_{j+1} \rangle + \frac{1}{2\lambda_{k_{j+1}+1}}\|\hat{x} - y_{j+1}\|^2 + g(\hat{x}). \tag{28}
\]
which means that $\limsup_{j \to \infty} g(x_{k_j+1}) \leq g(\hat{x})$. Combining with $\liminf_{j \to \infty} g(x_{k_j+1}) \geq g(\hat{x})$ from the definition of lower semicontinuous of $g$, we have $\lim_{j \to \infty} g(x_{k_j+1}) = g(\hat{x})$. Moreover, since $f$ is continuously differentiable, we have $\lim_{j \to \infty} f(x_{k_j+1}) = f(\hat{x})$. Hence,

$$\lim_{j \to \infty} F(x_{k_j+1}) = F(\hat{x}).$$

Combining $\lim_{j \to \infty} x_{k_j} = \hat{x}$, (26), (27) and (29), using Lemma 2.7, we have $0 \in \partial F(\hat{x})$.

**Theorem 2.2** Denote $\omega(x_k)$ is the set of all accumulation points of $\{x_k\}$ generated by Algorithm 2. For $F^* = \lim_{k \to \infty} F(x_k)$, we have $F(\omega(x_k)) \equiv F^*$.

**Proof.** For any $\hat{x} \in \omega(x_k)$, there exists a $\{x_{k_j}\}$ such that $\lim_{j \to \infty} x_{k_j} = \hat{x}$. It follows that

$$F(\hat{x}) \leq \liminf_{j \to \infty} F(x_{k_j}) = \lim_{k \to \infty} F(x_k) = F^*$$

from the fact that $F$ is lower semicontinuous. In addition, recalling (13) and set $x = \hat{x}$, we have

$$F(x_{k_j+1}) + \left(1 - \frac{\mu_0}{2\lambda k_j+1}\right)\|x_{k_j+1} - y_{k_j+1}\|^2 \leq F(\hat{x}) + \left(1 - \frac{\mu_0}{2\lambda k_j+1} + \frac{L}{2}\right)\|\hat{x} - y_{k_j+1}\|^2.$$

Following from $\lim_{j \to \infty} \|x_{k_j+1} - y_{k_j+1}\|^2 = 0$, $\lim_{j \to \infty} \|\hat{x} - y_{k_j+1}\|^2 = 0$ and $\lim_{j \to \infty} \lambda_{k_j+1} = \lambda^*$, we have

$$F^* = \lim_{k \to \infty} F(x_k) = \limsup_{j \to \infty} F(x_{k_j+1}) \leq F(\hat{x}).$$

Combining (30) and (32), we have

$$F^* = \lim_{k \to \infty} F(x_k) = F(\hat{x}).$$

Hence, the conclusion follows from the arbitrariness of $\hat{x}$.

### 3 convergence rate of the function values.

In order to continue our analysis for the convergence rates of the function values and iterates, a slightly more assumption to the objective, namely that it satisfies the Kurdyka-Lojasiewicz inequality be in common use.

We state the definition of the Kurdyka-Lojasiewicz property: For $\eta \in (0, +\infty]$, we denote by $\Theta_\eta$ the class of concave and continuous functions $\varphi : [0, \eta) \to [0, +\infty)$ such that $\varphi(0) = 0$, $\varphi$ is continuously differentiable on $(0, \eta)$, continuous at 0 and $\varphi'(s) > 0$ for all $s \in (0, \eta)$.

**Definition 3.1** (Kurdyka-Lojasiewicz property) [17] Let $F : \mathbb{R}^m \to \mathbb{R}$ be a differentiable function. We say that $F$ satisfies the Kurdyka-Lojasiewicz (KL) property at $\bar{x} \in \mathbb{R}^m$ if there exists $\eta \in (0, +\infty)$, a neighborhood $U$ of $\bar{x}$ and a function $\varphi \in \Theta_\eta$ such that for all $x$ in the intersection

$$U \cap \{x \in \mathbb{R}^m : F(\bar{x}) < F(x) < F(\bar{x}) + \eta\}$$

the following, so called KL inequality, holds

$$\varphi'(F(x) - F(\bar{x})) \text{ dist}(0, \partial F(x)) \geq 1.$$

If $F$ satisfies the KL property at each point in $\mathbb{R}^m$, then $F$ is called a KL function.
Lemma 3.1 [17] Let \( X \subseteq \mathbb{R}^n \) be a compact set and let \( F : \mathbb{R}^n \to (-\infty, +\infty] \) be a proper and lower semicontinuous function. Assume that \( F \) is constant on \( X \) and \( F \) satisfies the KL property at each point of \( X \). Then, there exist \( \varepsilon, \eta > 0 \) and \( \varepsilon, \eta > 0, \varphi \in \Theta_{\eta} \) such that for all \( \bar{x} \in X \) and for all \( x \) in the intersection
\[
\{ x \in \mathbb{R}^n : \text{dist} (x, X) < \varepsilon \} \cap \{ x \in \mathbb{R}^n : F (\bar{x}) < F (x) < F (\bar{x}) + \eta \},
\]
the following inequality holds
\[
\varphi' (F (x) - F (\bar{x})) \text{dist} (0, \partial F (x)) \geq 1.
\]

A remarkable aspect of KL functions is that they are ubiquitous in applications, for example, semi-algebraic, subanalytic and log-exp. To the class of KL functions belong real sub-analytic, semi-convex, uniformly convex and convex functions satisfying a growing condition, we refer the reader to \([1,2,3,5,11,15]\) and the references therein for more details regarding all the classes mentioned above and illustrating examples. Further, based on the KL property, an abstract convergence theorem for descent methods with certain properties is proved in \([1,2,3,25,31]\). Obviously, our algorithm not a descent method, therefore this abstract convergence theorem is not applicable to ours. To obtain the convergence rate of function value and iterates of our algorithm, we define two sets as follows:
\[
\Omega = \{ i | F (x_{i-1}) > F (x_i) \text{ and } F (x_{i+1}) \geq F (x_i) \}
\]
and
\[
\bar{\Omega} = \{ 1, 2, \cdots \} \setminus \Omega.
\]
The following two lemmas show the properties of the set \( \Omega \), which is crucial for the later proofs.

Lemma 3.2 For any \( i \in \Omega \), we have \( i + 1 \in \Omega \) or \( i + 2 \in \Omega \).

Proof It is obviously if \( i + 1 \in \Omega \). Otherwise, we have \( i + 1 \in \bar{\Omega} \), i.e., \( F (x_i) > F (x_{i+1}) \) and \( F (x_{i+2}) \geq F (x_{i+1}) \), which means that the point \( x_{i+2} \) is produced by the InertialStep and the function value from \( x_{i+1} \) to \( x_{i+2} \) is nondecreasing, hence, the sufficient descent condition not holds. Then, the next step must be the ZeroStep, which means that \( F (x_{i+3}) < F (x_{i+2}) \), i.e., \( i + 2 \in \Omega \).

Lemma 3.3 For any \( i_j, i_{j+1} \in \Omega \), we have \( F (x_{i_{j+1}}) < F (x_{i_j}) \).

Proof From Lemma 3.2, there must be \( i_{j+1} = i_j + 1 \) or \( i_{j+1} = i_j + 2 \). Assume to the contrary that there exists a subscript \( \tilde{i}_j \in \Omega \) such that \( F (x_{i_{j+1}}) \geq F (x_{i_j}) \).

(I) Considering the case that \( i_{j+1} = i_j + 1 \). Since that \( F (x_{i_{j+1}}) = F (x_{i_j} + 1) \geq F (x_{i_j}) \), the function value from \( x_{i_j} \) to \( x_{i_{j+1}} \) is nondecreasing, the point \( x_{i_{j+1}} \) must be generated by the InertialStep and the previous iteration \( x_{i_{j-1}} \) must satisfies the sufficient descent condition, then, \( F (x_{i_{j-1}}) > F (x_{i_j}) \) and \( F (x_{i_{j+1}}) \geq F (x_{i_{j-1}}) \), i.e., \( \tilde{i}_j \in \bar{\Omega} \), which contradicts the fact that \( \tilde{i}_j \in \Omega \).
(II) Considering the case that \( \hat{i}_{j+1} = \hat{i}_j + 2 \), which implies that \( \hat{i}_j + 1 \in \Omega \), i.e., \( F(x_{\hat{i}_j}) > F(x_{\hat{i}_j+1}) \) and \( F(x_{\hat{i}_j+2}) \geq F(x_{\hat{i}_j+1}) \), which means that the iteration \( x_{\hat{i}_j+2} \) generated by the InertialStep, then, from (5), we can obtain that

\[
F(x_{\hat{i}_j}) - F(x_{\hat{i}_j+2}) \geq \frac{1 - \delta}{c_\theta} \|x_{\hat{i}_j+1} - x_{\hat{i}_j}\|^2 > 0,
\]

which contradicts the fact that \( F(x_{\hat{i}_j+2}) = F(x_{\hat{i}_j+1}) \geq F(x_{\hat{i}_j}) \).

In the following theorems we provide convergence rates for objective function value and iterates generated by Algorithm 1 by assuming that the objective function \( F \) satisfies the KL property with a desingularizing function \( \varphi(t) := \frac{C}{\theta^t} \).

**Theorem 3.1** (Convergence rate of objective function values) Assume that \( F \) satisfy the KL property at each point of crit \( F \), and the desingularising function has the form of \( \varphi(t) = \frac{C}{\theta^t} \) for some \( C > 0, \theta \in (0,1) \).

Then,

1. If \( \theta = 1 \), \( F(x_k) \) converges in finite steps.
2. If \( \theta \in \left( \frac{1}{2}, 1 \right) \), there exists \( Q \in (0,1) \) such that

\[
|F(x_k) - F^*| = O\left(Q^k\right).
\]

3. If \( \theta \in (0, \frac{1}{2}) \),

\[
|F(x_k) - F^*| = O\left(k^{-\frac{1}{1-2\theta}}\right).
\]

**Proof** Define \( r_k = F(x_k) - F^* \).

**Step 1.** Considering the subsequence \( \{k_j\} \subseteq \Omega \). From the Lemma 3.3, we can obtain that for any \( k_j \in \Omega \), \( \{F(x_{k_j})\} \) is monotonically decreasing. Then, \( F(x_{k_j}) \geq F^* \) and \( F(x_{k_j}) \rightarrow F^* \) as \( j \rightarrow +\infty \), i.e., \( r_{k_j} \rightarrow 0 \) and \( r_{k_j} \rightarrow 0 \) as \( j \rightarrow +\infty \). In addition, from Theorem 2.1, we know that \( w(x_{k_j}) \subset w(x_k) \subset \text{crit } F \).

Since the assumption that \( F \) is coercive, we have \( w(x_{k_j}) \) is bounded. Also, it is compact. Hence, following from Lemma 3.1 with \( X := w(x_{k_j}) \), there exist \( \varepsilon > 0, \eta \in (0, +\infty) \), a concave function \( \varphi(t) := \frac{C}{\theta^t} \) and \( j_1 \) such that for all \( j > j_1 \),

\[
x_{k_j} \in \{x|\text{dist}(x, w(x)) \leq \varepsilon \cap F^* < F(x) < F^* + \eta\}
\]

such that

\[
\varphi'(F(x_{k_j}) - F^*) \text{dist}(0, \partial F(x_{k_j})) \geq 1.
\]

Recalling (13) and set \( z := x_{k_j-1} \), and \( k + 1 := k_j \), we have that

\[
\|x_{k_j} - y_{k_j}\|^2 \leq \left(\frac{2\lambda_{k_j}}{1 - \mu_0}\right) (F(x_{k_j-1}) - F(x_{k_j}) + \left(\frac{1}{2\lambda_{k_j}} + \frac{L_f}{2}\right) \|x_{k_j-1} - y_{k_j}\|^2)
\]

\[
\leq M_1 \left(F(x_{j-1}) - F(x_{k_j}) + M2\|x_{k_j-1} - y_{k_j}\|^2\right), \forall j \geq j,
\]

\[
|\partial F(x_{k_j})| \leq \frac{2\lambda_{k_j}}{1 - \mu_0}
\]

\[
\varphi'(F(x_{k_j}) - F^*) \text{dist}(0, \partial F(x_{k_j})) \geq 1.
\]
where \( j \) such that \( k_j = \bar{k} \), \( M_1 = \frac{2\lambda_{\max}}{\lambda_{\min}} \) and \( M_2 = \frac{1}{2} + \frac{L_f^2}{2} \).

(I) For the case that \( x_{k_j} \) be generated by \textbf{ZeroStep}, we have \( F(x_{k_j-1}) > F(x_{k_j}) \), which means that \( k_j - 1 \in \Omega \), i.e., \( k_j - 1 = k_{j-1} \). Then, (34) becomes

\[
\|x_{k_j} - y_{k_j}\|^2 \leq M_1 \left( F(x_{k_j-1}) - F(x_{k_j}) \right) = M_1 \left( F(x_{k_{j-1}}) - F(x_{k_{j-2}}) \right) \leq M_1 \left( F(x_{k_{j-2}}) - F(x_{k_j}) \right) \tag{35}
\]

where the last inequality follows from Lemma 3.3.

From (35), (37) and (38), we obtain that for any \( k \),

\[
\|x_{k_j} - y_{k_j}\|^2 \leq M_1 \left( F(x_{k_{j-1}}) - F(x_{k_{j-2}}) \right) \leq M_1 \left( F(x_{k_{j-2}}) - F(x_{k_j}) \right) \tag{36}
\]

(i) If \( F(x_{k_{j-1}}) > F(x_{k_j}) \), we have \( F(x_{k_{j-2}}) > F(x_{k_{j-1}}) > F(x_{k_j}) \), which means that \( k_j - 1 = k_{j-1} \in \Omega \) and \( k_j - 2 = k_{j-2} \in \Omega \). Hence, by Lemma 3.3, (36) becomes that

\[
\|x_{k_j} - y_{k_j}\|^2 < M_3 \left( F(x_{k_{j-2}}) - F(x_{k_j}) \right) \tag{37}
\]

(ii) If \( F(x_{k_{j-1}}) \leq F(x_{k_j}) \), combining with \( F(x_{k_{j-2}}) > F(x_{k_{j-1}}) \), we have \( k_j - 1 \in \Omega \) and \( k_j - 2 = k_{j-1} \in \Omega \). Hence, (36) becomes that

\[
\|x_{k_j} - y_{k_j}\|^2 < M_3 \left( F(x_{k_{j-2}}) - F(x_{k_j}) \right) \leq M_3 \left( F(x_{k_{j-2}}) - F(x_{k_j}) \right) \tag{38}
\]

From (35), (37) and (38), we obtain that for any \( k_j \in \Omega \),

\[
\|x_{k_j} - y_{k_j}\|^2 \leq M_3 \left( F(x_{k_{j-2}}) - F(x_{k_j}) \right) = M_3 \left( r_{k_{j-2}} - r_{k_j} \right) \quad \forall j > \bar{j}. \tag{39}
\]

Since (33) with \( \varphi(t) = \frac{C}{\eta}t^\theta \), \( \varphi'(t) = C \eta^{\theta-1} \), we have that for any \( j > j_0 = \max(\bar{j}, \bar{j}) \) such that

\[
1 \leq \left( \varphi'(F(x_{k_j}) - F(x_{k})) \right) \left( 0, \partial F(x_{k_j}) \right) \tag{40}
\]

\[
(27) \leq \left( \varphi'(r_{k_j}) \right)^2 \left( \frac{1}{\lambda_{k_j}} + L_f \right)^2 \left\| x_{k_j} - y_{k_j} \right\|^2 
\]

\[
(39) \leq M_3 \left( \frac{1}{\lambda_{k_j}} + L_f \right)^2 \left( \varphi'(r_{k_j}) \right)^2 \left\| r_{k_{j-2}} - r_{k_j} \right\|^2 
\]

\[
= \tilde{M} \left( r_{k_j} \right)^{2\theta-2} \left( r_{k_{j-2}} - r_{k_j} \right) 
\]

where \( \tilde{M} = C^2 M_3 \left( \frac{1}{\lambda_{\min}} + L_f \right)^2 \).

Case 1. \( \theta = 1 \). Then, (40) becomes that \( 1 \leq \tilde{M} \left( r_{k_{j-2}} - r_{k_j} \right) \), which against the fact that \( r_{k_j} \to 0 \). Hence, there exists \( \bar{j} \) such that for any \( j > \bar{j} \), \( r_{k_j} = 0 \), i.e., there exists \( \bar{k} \in \Omega \) such that

\[
r_k = 0, \quad \forall k > \bar{k} \text{ and } k \in \Omega. \tag{41}
\]
Case 2. \( \theta \in \left[ \frac{1}{2}, 1 \right] \). Since that \( r_{kj} \to 0 \) and \( 0 < 2 - 2\theta \leq 1 \), there exists \( j_2 \) such that \( (r_{kj})^{-2\theta} \geq r_{kj} \) for all \( j > j_2 \). Hence, there exists \( \tilde{j} > \max(j_0, j_2) \) such that for all \( j > \tilde{j} \), (40) becomes

\[ F(x_{kj}) - F^* = r_{kj} \leq \frac{M}{1+M} r_{kj_{j-2}} \leq \cdots \leq \left( \frac{M}{1+M} \right)^{\frac{j-j_0}{j}} r_{kj_0}. \] (42)

Case 3. \( \theta \in (0, \frac{1}{2}) \). We can easily obtain that \( 2\theta - 2 \in (-2, -1) \) and \( M - 1 \in (-1, 0) \). Then, since \( r_{kj_{j-2}} > r_{kj} \), we have \( (r_{kj_{j-2}})^{2\theta-2} < (r_{kj})^{2\theta-2} \) and \( (r_{kj_0})^{2\theta-1} < \cdots < (r_{kj_{j-2}})^{2\theta-1} < (r_{kj})^{2\theta-1} \).

Define \( \phi(t) = \frac{1}{1-2\theta} t^{2\theta-1} \), then, \( \phi'(t) = -t^{2\theta-2} \).

(i) If \( (r_{kj_{j-2}})^{2\theta-2} \leq 2(r_{kj_{j-2}})^{2\theta-2} \), then, for any \( j > j_0 \),

\[ \phi(r_{kj}) - \phi(r_{kj_{j-2}}) = \int_{r_{kj_{j-2}}}^{r_{kj}} \phi'(t)dt = \int_{r_{kj_{j-2}}}^{r_{kj}} t^{2\theta-2}dt \]

\[ \geq (r_{kj_{j-2}} - r_{kj}) (r_{kj_{j-2}})^{2\theta-2} \]

\[ \geq \frac{1}{2} (r_{kj} - r_{kj_{j-2}}) (r_{kj})^{2\theta-2} \]

\[ (40) \geq \frac{1}{2M}. \]

(ii) If \( (r_{kj_{j-2}})^{2\theta-2} > 2(r_{kj_{j-2}})^{2\theta-2} \), then, \( (r_{kj})^{2\theta-1} \geq 2 \left( \frac{2\theta-1}{2\theta} \right) (r_{kj_{j-2}})^{2\theta-1} \).

\[ \phi(r_{kj}) - \phi(r_{kj_{j-2}}) = \frac{1}{1-2\theta} \left( (r_{kj})^{2\theta-1} - (r_{kj_{j-2}})^{2\theta-1} \right) \]

\[ \geq \frac{1}{1-2\theta} \left( 2 \left( \frac{2\theta-1}{2\theta} \right) - 1 \right) (r_{kj_{j-2}})^{2\theta-1} \]

\[ \geq \frac{1}{1-2\theta} \left( 2 \left( \frac{2\theta-1}{2\theta-2} \right) - 1 \right) (r_{kj_0})^{2\theta-1}. \]

Hence, by (43) and (44), we obtain that for any \( j > j_0 \),

\[ \phi(r_{kj}) - \phi(r_{kj_{j-2}}) \geq D, \]

where \( D = \min \left( \frac{1}{2M}, \frac{1}{1-2\theta} \left( 2 \left( \frac{2\theta-1}{2\theta} \right) - 1 \right) (r_{kj_0})^{2\theta-1} \right) \). Then, for \( j > j_0 \),

\[ \phi(r_{kj}) \geq (\phi(r_{kj}) - \phi(r_{kj_{j-2}})) + (\phi(r_{kj_{j-2}}) - \phi(r_{kj_{j-3}})) + \cdots + (\phi(r_{kj_{j-2}}) - \phi(r_{kj_0})) \]

\[ \geq \left( \frac{j-j_0}{2} \right) D, \]

i.e.,

\[ (r_{kj})^{2\theta-1} \geq (1 - 2\theta) \left( \frac{j-j_0}{2} \right) D, \]

and

\[ F(x_{kj}) - F^* = r_{kj} \leq \left( \frac{2}{D(1 - 2\theta)(j-j_0)} \right)^{\frac{1}{1-2\theta}}. \]

Hence, for any \( k \in \Omega \), there exists \( \tilde{k} = k_j \in \Omega \) such that for any \( k > \tilde{k} \),

\[ |F(x_k) - F^*| = r_k \leq \left( \frac{M}{1+M} \right)^{\frac{k-k_0}{k}} r_{kj} \text{ for } \theta \in \left[ \frac{1}{2}, 1 \right], \]

(46)

and

\[ |F(x_k) - F^*| = r_k \leq \left( \frac{2}{D(1 - 2\theta)(k-k)} \right)^{\frac{1}{1-2\theta}}, \text{ for } \theta \in \left( 0, \frac{1}{2} \right), \]

(47)
Step 2. Consider the case that $k \in \bar{\Omega}$.

In this case, $k - 1, k + 1 \in \Omega$, $F(x_{k+1}) \geq F(x_k)$, then, the iteration $x_{k+1}$ must be generated by the InertialStep and $F^* < F(x_{k+1}) < F(x_{k-1})$. If $F(x_k) > F^*$, then,

$$|F(x_k) - F^*| = F(x_k) - F^* \leq F(x_{k+1}) - F^*. \quad (48)$$

Otherwise, $F(x_k) \leq F^*$, then,

$$|F(x_k) - F^*| = F^* - F(x_k) \leq F(x_{k+1}) - F(x_k) \leq \delta (F(x_{k-1}) - F(x_k)).$$

Since $F(x_{k-1}) - F(x_{k+1}) = F(x_{k-1}) - F(x_k) + F(x_k) - F(x_{k+1}) \geq (1 - \delta) (F(x_{k-1}) - F(x_k))$, we have

$$|F(x_k) - F^*| \leq \left( \frac{\delta}{1 - \delta} \right) (F(x_{k-1}) - F(x_{k+1})) \leq \left( \frac{\delta}{1 - \delta} \right) (F(x_{k-1}) - F^*). \quad (49)$$

Since that $k - 1, k + 1 \in \Omega$, and $\delta \in (0, 1)$, we can deduce by (48) and (49) that

$$|F(x_k) - F^*| \leq \max \left( 1, \frac{\delta}{1 - \delta} \right) (F(x_{k-1}) - F^*).$$

Combining with (41), (46) and (47), we have that for any $k \in \bar{\Omega}$,

$$|F(x_k) - F^*| = 0, \text{ for } \theta = 1, \quad (50)$$

$$|F(x_k) - F^*| \leq \left( \frac{\hat{M}}{1 + M} \right)^{k-1} r_0, \text{ for } \theta \in \left[ \frac{1}{2}, 1 \right], \quad (51)$$

and

$$|F(x_k) - F^*| \leq \left( \frac{2M}{D (1 - 2\theta)(k - 1 - k)} \right)^{\frac{1}{1 - \theta}}, \text{ for } \theta \in \left( 0, \frac{1}{2} \right). \quad (52)$$

Hence, the proof be completed by (50), (51) and (52).

**Theorem 3.2** (Convergence rate of iterates) Assume that $F$ satisfy the KL property at each point of crit $F$, and the desingularising function has the form of $\varphi(t) = \frac{C}{2^\theta}$ for some $C > 0$, $\theta \in \left( \frac{1}{2}, 1 \right)$. Then,

1. If $\theta = 1$, $\{x_k\}$ converges in finite steps.
2. If $\theta \in \left( \frac{1}{2}, 1 \right)$, then, $\{x_k\}$ $R$-linearly converges to its limit point.
3. If $\theta \in \left( \frac{1}{2}, \frac{1}{3} \right)$, then, $\{x_k\}$ converges to its limit point with $O \left( k^{-\frac{4(1-\theta)}{2(1-2\theta)}} \right)$ convergence rate.

**Proof** From (13) with $z := x_{k-1}$, $k + 1 := k$, we have

$$\left( \frac{1 - \mu_0}{2\lambda_k} \right) \|x_k - y_k\|^2 \leq F(x_{k-1}) - F(x_k) + \left( \frac{1}{2\lambda_k} + \frac{L_f}{2} \right) \|x_{k-1} - y_k\|^2, \forall k > \hat{k}. \quad (53)$$

If the iteration $x_k$ be generated by the ZeroStep, then, $y_k = x_{k-1}$, which means that

$$\|x_k - x_{k-1}\|^2 \leq \left( \frac{2\lambda_k}{1 - \mu_0} \right) (F(x_{k-1}) - F(x_k)) \leq \left( \frac{2\lambda_{\text{max}}}{1 - \mu_0} \right) \left( |F(x_{k-1}) - F^*| + |F(x_k) - F^*| \right). \quad (54)$$
Otherwise, the iteration $x_k$ be generated by the InertialStep, then,

$$
\|x_k - x_{k-1}\|^2 \leq 2\|x_k - y_k\|^2 + 2\|y_k - x_{k-1}\|^2
$$

(55)

$$
\leq 2\|x_k - y_k\|^2 + 2\|x_{k-1} - x_{k-2}\|^2
$$

$$
\leq 2\|x_k - y_k\|^2 + 2c (F(x_{k-2}) - F(x_{k-1})).
$$

By (53), we have

$$\|x_k - y_k\|^2 \leq \left(\frac{2\lambda_k}{1 - \mu_0}\right) (F(x_{k-1}) - F(x_k) + \left(\frac{1}{2\lambda_k} + \frac{L_f}{2}\right) c (F(x_{k-2}) - F(x_{k-1})) .
$$

(56)

we have

$$\|x_k - x_{k-1}\|^2 \leq \left(\frac{4\lambda_k}{1 - \mu_0}\right) (F(x_{k-1}) - F(x_k) + \left(\frac{1}{2\lambda_k} + \frac{L_f}{2}\right) c (F(x_{k-2}) - F(x_{k-1})) + 2c (F(x_{k-2}) - F(x_{k-1}))
$$

$$\leq M_4 (F(x_{k-1}) - F(x_k) + F(x_{k-2}) - F(x_{k-1})) = M_4 (F(x_{k-2}) - F(x_k))
$$

$$\leq M_4 \left(\|F(x_{k-2}) - F^*\| + \|F(x_k) - F^*\| \right)
$$

where $M_4 = \max \left(\left(\frac{4\lambda_k}{1 - \mu_0}\right), \left(\frac{4\lambda_k}{1 - \mu_0}\right) \left(\frac{1}{2\lambda_k} + \frac{L_f}{2}\right) + 2c \right)$. Combining with (54) and (57), we have

$$\|x_k - x_{k-1}\|^2 \leq 2M_4 \cdot \max \left(\|F(x_{k-2}) - F^*\|, \|F(x_{k-1}) - F^*\|, \|F(x_k) - F^*\| \right).
$$

(58)

Then, by the results of Theorem 3.1, we can obtain that

(1) for $\theta = 1$, $\{x_k\}$ converges in finite steps.

(2) for $\theta \in \left[\frac{1}{2}, 1\right)$, there exists constant $C_1 > 0$ such that

$$\|x_k - x_{k-1}\| \leq \sqrt{2C_1M_4r_k} Q^\frac{1}{2}.
$$

(59)

Hence, for any $p > 0$,

$$\|x_{k+p} - x_k\| \leq \sum_{i=k+1}^{k+p} \|x_i - x_{i-1}\| \leq \sqrt{2C_1M_4r_k} \int_{k}^{k+p} Q^\frac{1}{2} dx
$$

(60)

$$= -\sqrt{2C_1M_4r_k} \left(\frac{Q^{1/2}}{|ln Q|}\right)^{k+p} \leq \frac{\sqrt{2C_1M_4r_k}}{|ln Q|} \left(\frac{1}{k}\right)^{k},
$$

i.e., $\{x_k\}$ is Cauchy sequence. Let $\lim_{k \to \infty} x_k = \bar{x}$. As $p \to \infty$, we have

$$\|x_k - \bar{x}\| \leq \frac{\sqrt{2C_1M_4r_k}}{|ln Q|} \left(\frac{1}{k}\right)^{k}.
$$

(3) For $\theta \in \left(\frac{1}{2}, \frac{1}{2}\right)$, there exists constant $C_2 > 0$ such that

$$\|x_k - x_{k-1}\| \leq 2^{C_2}M_4k^{-\frac{1}{4\theta - 2\theta}}.
$$

Hence, for any $p > 0$,

$$\|x_{k+p} - x_k\| \leq \sum_{i=k+1}^{k+p} \|x_i - x_{i-1}\| \leq \sqrt{2C_2M_4} \int_{k}^{k+p} x^{-\frac{1}{4\theta - 2\theta}} dx
$$

(61)

$$= -\sqrt{2C_2M_4} \left(\frac{2(1 - 2\theta)}{4\theta - 1}\right)^{k+p} \leq \frac{2(1 - 2\theta)}{4\theta - 1} k^{\frac{1}{4\theta - 2\theta}},
$$

i.e., $\{x_k\}$ is Cauchy sequence. Let $\lim_{k \to \infty} x_k = \bar{x}$. As $p \to \infty$, we have

$$\|x_k - \bar{x}\| \leq \frac{2(1 - 2\theta)}{4\theta - 1} k^{\frac{1}{4\theta - 2\theta}}.
$$

The proof is completed.
4 Numerical Results

In this section, we conduct numerical experiments to illustrate the effectiveness of Algorithm 1 by considering three different types of problems: “convex + convex”; “convex + nonconvex”; “nonconvex + nonconvex”. We consider four different algorithms for each class of problems: newAPG (Algorithm 1 with fixed stepsize); FISTA with fixed stepsize [12]; nmAPG with fixed stepsize (See Section 1) and newAPG vs (Algorithm 1). Note that FISTA is not necessarily convergent for nonconvex optimization theoretically. We take \( \lambda \equiv 0.98 \) for the first three algorithms and for the newAPG vs, we set the initial stepsize \( \lambda_0 \) as local Lipschitz constant between initial point \( x_0 \) and \( x_0 + 10^{-5} \). In the experiment, all algorithms use the same inertia term: 
\[ \gamma_k = \frac{t_k - 1}{t_k + 1}, \quad \text{where} \quad t_{k+1} = \frac{1 + \sqrt{1 + 4t_k^2}}{2} \quad \text{and} \quad t_1 = 1. \]
And for nmAPG, taking \( \eta = 0.8 \) for \( c_k \) and \( \rho = 10^{-4} \). For the Algorithm 1, taking \( \delta = 0.8 \), \( c = 10^4 \), \( Q_k = 0.99^k \), \( E_k = 1/k^{1.1} \), \( \mu_0 = 0.99 \) and \( \mu_1 = 0.95 \).

The computational results are presented in following figures and tables. In each figure, we plot \( \|\psi_k\| \) against the CPU time, where \( \partial F(x_k) \ni \psi_k = \nabla f(x_k) - \nabla f(y_k) - \frac{1}{\lambda_k}(x_k - y_k) \). We also use the \( \|\psi_k\| \leq TOL \) with \( TOL = 10^{-5} \) to terminate algorithms. The number of iterations and CPU time for different settings of test problem be listed in tables.

4.1 “Convex + Convex”

In this subsection, we consider the LASSO:
\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} \|Ax - b\|^2 + \mu \|x\|_1. \tag{62}
\]
We observe that (62) is in the form of probelm (P) with \( f(x) = \frac{1}{2} \|Ax - b\|^2 \) and \( g(x) = \mu \|x\|_1 \). It is clear that \( f \) has a Lipschitz continuous gradient with \( L_f = \lambda_{\text{max}} \left( A^T A \right) \). In order to investigate the stability and efficiency of the algorithms, we test 3 scenarios with different \( n \) and \( m \). We generated an \( n \times m \) matrix \( A \) with i.i.d. standard Gaussian entries. Taking \( x_0 = [0, 0, \ldots, 0]^T \). The vector \( b \in \mathbb{R}^n \) then generated as \( b = A\hat{x} + 0.01\epsilon \), where \( \hat{x} \) is an \( s \)-sparse random vector and \( \epsilon \) has standard i.i.d. Gaussian entries. The computational results are presented in Fig. 1 and Table 1.

<table>
<thead>
<tr>
<th>Table 1: Numerical comparisons of different algorithms for solving LASSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=300,m=3000 )</td>
</tr>
<tr>
<td>( s=30,\mu = 0.25 )</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Iter</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>FISTA</td>
</tr>
<tr>
<td>nmAPG</td>
</tr>
<tr>
<td>newAPG</td>
</tr>
<tr>
<td>newAPG vs</td>
</tr>
</tbody>
</table>
Fig. 1: Evolutions of $\|\psi_k\|$ with respect to the CPU time for solving LASSO. Left: Example with $(n, m, s) = (300, 3000, 30)$ and $\mu = 0.25$; Middle: Example with $(n, m, s) = (500, 5000, 50)$ and $\mu = 0.01$; Right: Example with $(n, m, s) = (800, 8000, 80)$ and $\mu = 0.1$.

We can observe that the newAPG (Algorithm 1 with fixed stepsize) better than FISTA and nmAPG. In addition, newAPG_vs faster than newAPG, which means that the variable stepsize strategy can speed up the convergence of algorithm further.

4.2 “Convex + Nonconvex”

In this section, we provide a series of simulations to demonstrate the high performance of our algorithm. The numerical experiments are conducted by applying algorithm nmAPG_vs to nonconvex penalty model with $L_{1/2}$ and SCAD penalties. The concrete problems can be read as:

$$
\min_{x \in \mathbb{R}^m} \frac{1}{2} \|Ax - b\|^2 + \mu \|x\|^{1/2},
$$

(63)

where $\|x\|^{1/2} = \sum_{i=1}^n |x_i|^{1/2}$; and

$$
\min_{x \in \mathbb{R}^m} \frac{1}{2} \|Ax - b\|^2 + \mu \sum_{i=1}^n g_\kappa(|x_i|),
$$

(64)

where

$$
g_\kappa(|x_i|) := \begin{cases} 
\kappa |x_i|, & |x_i| \leq \kappa \\
\frac{-|x_i|^2 + 2\kappa |x_i| - \kappa^2}{2(c+1)} , & \kappa < |x_i| \leq c\kappa \quad (c > 2, \kappa > 0) . \\
\frac{(c+1)\kappa^2}{2}, & |x_i| > c\kappa,
\end{cases}
$$

The proximal mapping of $L_{1/2}$ and SCAD penalties can be found in [55] and [30, 58] separately.

Note that in [30] the values of the parameters $c$ and $\kappa$ were suggested to be chosen pairwise over a two-dimensional grids using some criteria such as the cross-validation; and $c = 3.7$ was suggested therein. And We set $\kappa = 0.1 \sqrt{2 \log(m)}$ inspired by [30]. Similar with the Subsection 4.1, we generate the matrix $A \in \mathbb{R}^{n \times m}$ for $(n, m, s) = (100, 1000, 20), (300, 3000, 30)$ and $(500, 5000, 50)$ and vector $b \in \mathbb{R}^n$. Taking $x_0 = [0, 0, \cdots, 0]^T$.

In Fig. 2, 3 and Table 2, we can see that, as in the previous subsection, the algorithm newAPG better than FISTA and nmAPG; and newAPG_vs is always the fastest algorithm.
Fig. 2: Evolutions of $\|\psi_k\|$ with respect to the CPU time for $L_\frac{1}{2}$ penalty problem. Left: Example with $(n, m, s)=(100,1000,20)$ and $\mu=1$; Middle: Example with $(n, m, s)=(300,3000,30)$ and $\mu=0.1$; Right: Example with $(n, m, s)=(500,5000,50)$ and $\mu=0.25$.

Fig. 3: Evolutions of $\|\psi_k\|$ with respect to the CPU time for SCAD penalty. Left: Example with $(n, m, s)=(100,1000,20)$ and $\mu=0.25$; Middle: Example with $(n, m, s)=(300,3000,30)$ and $\mu=0.25$; Right: Example with $(n, m, s)=(500,5000,50)$ and $\mu=0.25$.

Table 2: Numerical comparisons of different algorithms for solving the $L_\frac{1}{2}$ and SCAD penalty problems

<table>
<thead>
<tr>
<th></th>
<th>$n=300,m=3000,s=30$</th>
<th>$n=500,m=5000,s=50$</th>
<th>$n=800,m=8000,s=80$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_\frac{1}{2}$</td>
<td>SCAD</td>
<td>$L_\frac{1}{2}$</td>
</tr>
<tr>
<td></td>
<td>Iter CPUs</td>
<td>Iter CPUs</td>
<td>Iter CPUs</td>
</tr>
<tr>
<td>FISTA</td>
<td>1160 1.2887</td>
<td>5365 5.9869</td>
<td>3364 25.9288</td>
</tr>
<tr>
<td>nmAPG</td>
<td>1031 1.2101</td>
<td>4415 5.1376</td>
<td>2835 22.2703</td>
</tr>
<tr>
<td>newAPG</td>
<td>379 0.4901</td>
<td>1192 1.3888</td>
<td>2540 19.4692</td>
</tr>
<tr>
<td>newAPG vs</td>
<td>186 0.2605</td>
<td>786 1.0065</td>
<td>1435 12.8670</td>
</tr>
</tbody>
</table>

4.3 “Nonconvex + Nonconvex”

In this subsection, we look at problems of the following form:

$$\min_{x \in \Delta^u} \frac{1}{2} x^T Ax - b^T x,$$

where $\Delta^u := \{ x \in \mathbb{R}^m : \sum_{i=1}^n x_i = s, \|x\|_0 \leq r, 0 \leq x_i \leq u, i = 1, \ldots, m \}$. Notice that one can rewrite (65) in the form of problem (P) by defining $f(x) = \frac{1}{2} x^T Ax - b^T x$ and $g(x) = \delta_S(x)$, where $S = \Delta^u$. It is clear that $f$ has a Lipschitz continuous gradient and $g$ is nonconvex. The projection on $S$ we refer the reader to [56]. For each $m = 500,1000,2000$, we generate matrix $A := B^T + B$ to make $f$ is nonconvex,
where $B \in \mathbb{R}^{m \times m}$ be generated with i.i.d. standard Gaussian entries. Taking $b = \text{randn}(m, 1)$, $s = \max\{1, 10t\}$ where $t$ is chosen uniformly at random from $[0, 1]$, $r = \left\lfloor \frac{m}{100} \right\rfloor$ and $u = \max\{10, s\}$. Taking $x_0 = [s, 0, \ldots, 0]^T$.

Fig. 4: Evolutions of $\|\psi_k\|$ with respect to the CPU time for nonconvex constraint problem. Left: Example with $m = 500$; Middle: Example with $m = 1000$; Right: Example with $m = 2000$.

Table 3: Numerical comparisons of different algorithms for solving the nonconvex constraint problem

<table>
<thead>
<tr>
<th></th>
<th>$m=500$</th>
<th></th>
<th>$m=1000$</th>
<th></th>
<th>$m=2000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iter</td>
<td>CPUs</td>
<td>Iter</td>
<td>CPUs</td>
<td>Iter</td>
</tr>
<tr>
<td>FISTA</td>
<td>407</td>
<td>0.0647</td>
<td>346</td>
<td>0.2580</td>
<td>708</td>
</tr>
<tr>
<td>nmAPG</td>
<td>302</td>
<td>0.0506</td>
<td>235</td>
<td>0.1975</td>
<td>466</td>
</tr>
<tr>
<td>newAPG</td>
<td>141</td>
<td>0.0200</td>
<td>82</td>
<td>0.0623</td>
<td>270</td>
</tr>
<tr>
<td>newAPG vs</td>
<td>46</td>
<td>0.0083</td>
<td>23</td>
<td>0.0321</td>
<td>37</td>
</tr>
</tbody>
</table>

The computational results are presented in Fig. 4 and Table 3. From the numerical results, we see that same as the previous subsections, our algorithm newAPG better that FISTA and nmAPG based on same fixed stepsize strategy; and newAPG with the variable stepsize strategy can speed up the convergence of algorithm further. Moreover, these three types of test problems show that our algorithm is effective for both convex and nonconvex problems.

A Proof of Lemma 2.1

Proof By the adaptive non-monotone stepsize strategy, we have for any $i \geq 1$

$$\lambda_{i+1} - \lambda_i \leq E(i).$$

(66)

Denote that

$$\lambda_{i+1} - \lambda_i = (\lambda_{i+1} - \lambda_i)^+ - (\lambda_{i+1} - \lambda_i)^-,$$

where $(\cdot)^+ = \max\{0, \cdot\}$, $(\cdot)^- = -\min\{0, \cdot\}$,

(67)

we have

$$(\lambda_{i+1} - \lambda_i)^+ \leq E(i), \forall i = 1, 2, \ldots,$$

(68)
which implies that $\sum_{i=1}^{\infty} (\lambda_{i+1} - \lambda_i)^+$ is convergent from the fact that $\sum_{i=1}^{\infty} E(i)$ is a convergent positive series.

The convergence of $\sum_{i=1}^{\infty} (\lambda_{i+1} - \lambda_i)^-$ also can be proved as follows.

Assume by contradiction that $\sum_{i=1}^{\infty} (\lambda_{i+1} - \lambda_i)^-=+\infty$. Based on the convergence of $\sum_{i=1}^{\infty} (\lambda_{i+1} - \lambda_i)^+$ and the equality

$$\lambda_{k+1} - \lambda_1 = \sum_{i=1}^{k} (\lambda_{i+1} - \lambda_i) = \sum_{i=1}^{k} (\lambda_{i+1} - \lambda_i)^+ - \sum_{i=1}^{k} (\lambda_{i+1} - \lambda_i)^-. \quad (69)$$

We can easily deduce $\lim_{k \to \infty} \lambda_k = -\infty$, which is a contradiction with $\lambda_k > 0$, $\forall k \geq 1$. Therefore, $\sum_{i=1}^{\infty} (\lambda_{i+1} - \lambda_i)^-$ is a convergent series. Then, in view of (69), we obtain the sequence $\{\lambda_k\}$ is convergent.

We can easily to prove that $\forall k \geq 1$, $\lambda_k \geq \min \left\{ \lambda_1, \frac{\mu_0}{\mu_1} \right\}$ holds by induction.

### B Proof of Lemma 2.2

**Proof** Suppose that the conclusion is not true, there exists a $\{k_j\}$ and $k_j \to \infty$ such that

$$2 \left( f(x_{k_j}) - f(y_{k_j}) - \langle \nabla f(x_{k_j}) , x_{k_j} - y_{k_j} \rangle \right) \geq \frac{\mu_0}{\lambda_{k_j}} \|x_{k_j} - y_{k_j}\|^2 \quad (70)$$

holds. Then, based on the scheme of adaptive nonmonotone stepsize, we have

$$\lambda_{k_j+1} = \frac{\mu_1 \cdot \|x_{k_j} - y_{k_j}\|^2}{2 \left( f(x_{k_j}) - f(y_{k_j}) - \langle \nabla f(x_{k_j}) , x_{k_j} - y_{k_j} \rangle \right)} \quad (71)$$

From the above two formulas, easy to obtain

$$\|x_{k_j} - y_{k_j}\|^2 < \frac{2 \lambda_{k_j}}{\mu_0} \left( f(x_{k_j}) - f(y_{k_j}) - \langle \nabla f(x_{k_j}) , x_{k_j} - y_{k_j} \rangle \right) = \frac{\mu_1 \lambda_{k_j}}{\mu_0 \lambda_{k_j+1}} \|x_{k_j} - y_{k_j}\|^2 \quad (72)$$

There have a contradiction because of

$$\frac{\mu_1 \lambda_{k_j}}{\mu_0 \lambda_{k_j+1}} \to \frac{\mu_1}{\mu_0} < 1. \quad (73)$$

Therefore, (11) will holds constantly after a finite step $k$.
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