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Abstract

Crowd-shipping is an emergent solution to avoid the negative effects caused by the growing demand for last-mile delivery services. Previous research has studied crowd-shipping typically at an operational planning level. However, the study of support infrastructure within a city logistics framework has been neglected, especially from a strategic perspective. We investigate a crowd-sourced last-mile parcel delivery system supported by a network of strategically located mini-depots and present a two-stage stochastic network design problem with stochastic time-dependent arc capacity to fulfill stochastic express deliveries. The first-stage decision is the location of mini-depots used for decoupling flows allowing more flexibility for crowd-demand matchings. The second stage of the problem is the demand allocation of crowd carriers or professional couriers for a finite set of scenarios. We propose an exact Benders decomposition algorithm embedded in a branch-and-cut framework. To enhance the algorithm, we use partial Benders decomposition, warm-start, and non-dominated cuts. We perform computational experiments on networks that were inspired by the public transportation network of Munich. The proposed solution method outperforms an off-the-shelf solver by solving instances in between 3\% to 39 \% of its run time. The results show the potential to exploit the stochastic crowd flows to deliver packages with deadlines of 3 or 8 hours. The crowd can transport 8.3\% to 32.5\% of the total demand by using between 4\% to 24\% of the crowd capacity and we observe average daily savings of 2.1\% to 7.6\% of the total expected operational cost. The results show values of the stochastic solution of at least 1\% and up to 10\%.
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1. Introduction

Making cities sustainable is a key challenge. Currently, 55% of the human population lives in urban areas and the expectation is that this number will increase to 68% by the year 2050 (United Nations, 2018). Moreover, e-commerce has been steadily increasing and the statistics show an annual growth rate of 7.3% (Striapunina, 2019). The demand for transporting people and freight in the cities is growing and becoming more complex in terms of customers’ expectations, e.g. the desire for speed and price sensitivity (Savelsbergh and Van Woensel, 2016). Crowd-sourced last-mile delivery, often referred to as crowd-shipping or city crowd logistics (CCL), is an emerging strategy for last-mile deliveries considered in connection with city logistics, hyper connected city logistics and the physical internet (Montreuil et al., 2013; Savelsbergh and Van Woensel, 2016). The concept of CCL has been explored in Buldeo Rai et al. (2017) and Sampaio et al. (2019). Buldeo Rai et al. (2017) define crowd logistics as a marketplace that matches supply and demand for logistics services with an undefined and external crowd that has the capacity regarding time and/or space, participates voluntarily, and is compensated accordingly.

Earlier publications discuss potential positive impacts of CCL on city logistics (Rougès and Montreuil, 2014; Crainic and Montreuil, 2016; Savelsbergh and Van Woensel, 2016). Moreover, important logistics providers consider that CCL is one of the concepts of the sharing economy that will have a medium or high impact in less than five years (Chung et al., 2018). All of this attention that academia and practitioners have given to CCL is explained by the social welfare aspect for its potential to reduce the negative effects of the increasing demand for freight transportation in cities, i.e.: congestion, pollution, and greenhouse gas emissions. Another explanation is its potential when it comes to empowering communities, their social networks and, employment generation via digital work (Buldeo Rai et al., 2017; Le et al., 2019). Furthermore, from a business point of view, it can offer more personalized services (Kang et al., 2019) and same-day or even 2-hour deliveries (Savelsbergh and Van Woensel, 2016; Sampaio et al., 2019).

Nonetheless, many challenges remain for a successful implementation of CCL. According to Le et al. (2019), these challenges can be analyzed from three perspectives: operations and management, supply, and demand. From the operations and management perspective, supply-demand matching and routing is an important aspect in a CCL system (Le et al., 2019). Archetti et al. (2016) and Arslan et al. (2019) address matching and routing problems by solving variants of the vehicle routing problem with different features to account for the dynamic nature of the problem and time or capacity constraints. However, most of the business models that are considered support only point-to-point deliveries (Rougès and Montreuil, 2014). Point-to-point deliveries imply that crowd carriers must have origin-destination
pairs close to those of the packages to deliver. This may be difficult to achieve with the crowd due to a spatial-temporal mismatch between (crowd) supply and demand, and due to the stochastic and dynamic nature of the people’s mobility in cities, in particular, if the system intends to use existing transportation flows for a more sustainable system. [Kafle et al. (2017) and Mousavi et al. (2019)] have studied last-mile delivery systems with two tiers that make use of facilities to perform transshipments on crowd-shipping. Although two-tier systems may alleviate the problem of supply-demand mismatch, these may not be the best option to fulfill dynamic same-day deliveries. Moreover, a guarantee of service is an important success factor in CCL, which is hard to achieve in two-tier systems, especially where the second tier is executed entirely by the crowd.

Currently, there is a significant number of companies that provide on-demand deliveries by using crowd-shipping. [Rougès and Montreuil (2014)] survey 18 providers of CCL services and develop a taxonomy of different business models. [Frehe et al. (2017)], based on best practice information from 13 companies, provide a conceptual framework for new companies. The authors summarize these best practices in four steps: individualization of service to create value, long-term investment, the consideration of region-specific regulations, and the generation of a network. [Dablanc et al. (2017)] survey 96 last-mile delivery providers, more than 30 of which implement crowd-sourced on-demand deliveries. In their analysis, they discuss the potential gains for customers, retailers, and social welfare. Both surveys include strategic planning in city logistics within the success factors for the implementation of new business models.

We address the problem of shipping parcels in a last-mile system with express deliveries, i.e. same-day or short delivery time, by exploiting existing transportation flows of a crowd of potential carriers who travel across urban areas. This supports the use of the crowd potential for last-mile delivery and avoids the creation of new service flows. To overcome the difficulty of having to find perfect origin-destination matchings, we define a more flexible setting where a network of strategically located mini-depots, such as parcel lockers that act as automated service points, allow partial order-crowd matchings with cross-docking, which makes the (hard) constraint of finding similar origin-destination pairs unnecessary. Moreover, as a strategy towards guaranteeing service for the customer (shipper), we consider professional courier carriers to overcome the randomness of crowd availability.

This paper makes the following contributions. First, we investigate a CCL system at a strategic level, which determines an innovative crowd-shipping platform that enables both the concept of a physical internet and the sharing economy. Secondly, we simultaneously consider random demand and supply. This is an important feature, in particular, if the intention is to take advantage of existing transportation flows.
flows in the crowd. We conduct numerical experiments to assess how a CCL system can exploit random crowd capacities with time-dependent profiles (non-stationarity). We take into account the dependency between crowd compensation, crowd supply, and demand in the experimental design. Methodologically, the contribution is twofold. We model the problem as a two-stage stochastic program by using a space-time network representation to use a multi-commodity flow formulation in the second stage. We propose enhanced Benders decomposition using the Branch-and-Benders-cut approach, partial Benders decomposition, a warm-start strategy, and non-dominated cuts.

The remainder of this paper is organized as follows. In Section 2 we present a literature review of crowd-sourced last-mile delivery and related literature on Benders decomposition. In Section 3 we define the network design problem. In Section 4 we present the solution algorithm. We conduct numerical experiments that show the algorithm’s performance and the value of the stochastic solution for different cost structures and (crowd) capacity in Section 5. In Section 6 we provide concluding remarks.

2. Literature review

In the first subsection, we review the related literature on Benders decomposition for two-stage stochastic programming and network design in city logistics. Next, we review the research on crowd-sourced last-mile delivery.

2.1. Benders decomposition for network design problems in city logistics

Network design problems arise in many strategic planning problems in different disciplines (Barnhart et al., 2009). The design of networks with dynamic traffic assignments (Fontaine and Minner, 2017), routing messages in computer networks (Magnanti et al., 1995), strategic transportation problems in city logistics (Crainic, 2000; Crainic et al., 2004; Andersen et al., 2009; Crainic et al., 2018) and facility location problems (Fischetti et al., 2017) are examples. Benders decomposition (Benders, 1962) is often used as an exact solution method for network design problems. Fontaine and Minner (2014) use Benders decomposition to solve large instances of a discrete design applied in traffic networks. The authors model the problem as a bilevel program that can be linearized by taking advantage of the structure of the decision variables in the leader allowing the application of Benders decomposition.

Enhancement techniques for Benders decomposition have been developed to overcome its slow convergence. Rahmaniani et al. (2017) review enhancement techniques that include common practices in
transportation problems like Pareto-optimal cuts (Magnanti and Wong, 1981) and explore complementary techniques, such as warm start strategies. Solution generation methods for the master problem are discussed along with decomposition techniques such as partial Benders decomposition to accelerate the convergence and thus reduce the number of optimality cuts. Fischetti et al. (2017) investigate the performance enhancement of Benders decomposition based on a cut loop stabilization technique at the root node of the relaxed master problem. Contreras et al. (2011) develop an algorithm for the uncapacitated hub location problem. They investigate enhancement strategies with Pareto-optimal cuts and multi-cut generation, taking advantage of the structure of the multi-commodity formulation by decomposing the cuts for each commodity. Fontaine et al. (2021) investigate a scheduled service network design for two-tier city logistics. They develop an exact algorithm where both the master and slave problems are integer programs. The algorithm’s performance is improved by implementing Pareto-optimal cuts, combinatorial cuts, and valid inequalities.

Two-stage stochastic programs have a particular matrix useful to be exploited by the use of Benders decomposition. The application to two-stage stochastic programs or L-shaped method (Van Slyke and Wets, 1969) has been widely used for these problems. Crainic et al. (2021) and Rahmaniani et al. (2018) investigate partial Benders decomposition for two-stage stochastic programs by maintaining information of scenarios derived from the second stage in the master problem. Extensive computational experiments show the advantages of this method for two-stage stochastic programs in network design. We take advantage of a space-time network formulation and adapt several enhancement techniques.

2.2. Crowd-sourced last-mile delivery

Operations planning in CCL often uses variants of the vehicle routing problem. Archetti et al. (2016) address crowd-shipping by solving a variant of the vehicle routing problem with occasional drivers and investigate the option of using crowd-sourced deliveries besides professional drivers. They present an integer programming formulation and a multi-start heuristic. Arslan et al. (2019) consider a pickup and delivery system managed by a crowd-shipping platform with ad-hoc drivers. This work considers a peer-to-peer platform that matches demand and supply. The authors develop an exact solution approach in a rolling horizon scheme. Computational experiments show the benefits of using ad-hoc drivers for cost reduction and environmental sustainability.

Learning-based techniques have been considered to account for the dynamical nature of crowdsourced pickup and delivery problems. Kang et al. (2019) investigate operational planning and control algorithms
for a CCL system. The authors implement an order acceptance algorithm that uses reinforcement learning and artificial neural networks. For scheduling and routing, they use a continuous-variable feedback control algorithm minimizing fuel consumption.

The item-sharing problem arises from peer-to-peer platforms and is related to CCL. Behrend et al. (2019) investigate the assignment and shipping problem where the decisions of the fulfillment of demands and the allocation of capacitated crowd-shippers are integrated. They model the problem as a deterministic detour routing problem and propose an exact solution method based on a set packing formulation. They study the impact of having crowd-shippers with higher capacities and show that having larger capacities has a positive impact in the platform’s profit and that the exact method outperforms procedures that consider only single capacities. Behrend et al. (2021) study a stochastic multi-period variant of the item-sharing and crowd-shipping problem where items can serve multiple requests before they are returned to the original location. They show that including stochastic information improves the performance of such a system and that look-ahead policies are suitable in smaller instances.

The literature reviewed up to this point considers only point-to-point deliveries. However, finding carriers from the crowd may be difficult if the CCL system only supports crowd-order matchings with similar origin-destination pairs. Chen et al. (2017) study the problem of collection of the returned goods in e-commerce by using a fleet of taxis that are already scheduled for passenger transportation and allow cross-docking operations. The problem is to assign vehicles to pick up parcels from collection centers and later drop them off at a retailer shop while considering the total detour of the scheduled taxi for that task. Their results show that only 1% of packages can be delivered without cross-docking and around 75% of them are delivered using three transport legs.

Although crowd capacity is stochastic, few research on matching and routing consider this characteristic explicitly. Moreover, investigating the design and utilization of transport infrastructure in crowd-shipping is one of the research directions proposed in the literature (Rougès and Montreuil, 2014, Frehe et al., 2017). Two-tier systems have been studied in city logistics as a strategy to reduce negative impacts of last-mile delivery in large urban areas. Kafle et al. (2017) investigate a deterministic two-tier location routing problem with bid selection. They propose a mixed-integer non-linear program and decompose the problem into two sub-problems. First, they solve a winner determination for the bid selection problem, afterwards, a simultaneous pickup and delivery problem is solved by Tabu Search heuristic. Mousavi et al. (2019) consider uncertainty in crowd capacity and the decision of using support transport infrastructure. They propose a stochastic two-tier crowd-shipping system similar to Kafle et al. (2017)
but deciding the location of mobile depots to allow more flexibility. Their computational experiments show the benefit of the stochastic approach over the deterministic version. These two works have studied the installation of support infrastructure, e.g. intermediate facilities, our work is similar in this regard. However, our work differs from these in the fact that they model a two-tier system where the first tier is executed by a fleet of regular trucks. On one hand, this setting is not suitable to respond to dynamic and stochastic demands which is the characteristic of express deliveries. On the other hand, Kafle et al. (2017) consider a business model where the crowd capacity is not stochastic but is obtained via a bidding system. Moreover, Mousavi et al. (2019) do not use professional couriers as a recourse in the second tier but they penalize unattended demands.

Raviv and Tenzer (2018) study a crowd-shipping system that allows intermediate transfer points based on a network of automatic service points, which is similar to our problem setting. The problem is modeled as a stochastic dynamic program complemented with heuristic policies and the computational study shows the advantage of using the network of service points to achieve short delivery times. However, they only consider a routing policy from an operational planning perspective, and they do not take into account either stochastic demands or the option of professional couriers to give a guarantee of service to the customer. Dayarian and Savelsbergh (2020) is the only work in crowd-shipping that considers both stochastic capacity of the crowd and stochastic arrival of demand, which is common for express deliveries. However, they study a system where the crowd carriers are in-store customers that agree to deliver on-line orders. This type of business model has limitations in the application of crowd-shipping from a broader city logistics perspective. Nevertheless, they do show the benefits of taking into account random crowd capacity and demand simultaneously.

The review of research on crowd-sourced last-mile delivery shows that many of the contributions deal with operational problems e.g. matching and routing, by solving deterministic or dynamic vehicle routing problems with occasional drivers. Only a few consider the stochastic capacity or demand in crowd-shipping and only the work by Dayarian and Savelsbergh (2020) consider these two features at the same time. However, the strategic aspect of a network design to support crowd-shipping platforms needs to be studied for different business models. We intend to fill this literature gap by incorporating strategic decisions in infrastructure and uncertainty in crowd capacity and demand for express delivery services while providing a guarantee of service to the customer with professional couriers.
3. The CCL network design problem

Goods flow across a multi-segment, multi-modal transportation network using mini-depots as support infrastructure for decoupling transportation flows. A set of physical nodes $N'$ represents locations in the city. These nodes attract demand or crowd supply (origin and/or destination for parcels or crowd carriers) and potential locations for mini-depots, i.e. we assume that mini-depots can be installed at any node. The nodes may also represent the location of the tramway, bus, or subway stations, etc. $A'$ is the set of all feasible connections between the physical nodes. $G' = (N', A')$ defines the physical network that supports the CCL system.

We model a discrete-time planning horizon $T = \{1, 2, ..., T_{\text{max}}\}$ using a space-time network representation $G = (N, A)$ of $G'$. $N$ denotes the set of physical nodes at each time period, i.e. each specific location is replicated $|T|$ times. $A$ defines the set of possible space-time connections that are subdivided into two disjunctive subsets $H$ and $A_s$. $A_s$ denotes the subset of possible connections between any pair $(i', j')$ of physical nodes. Therefore, the arc $(i, j) \in A_s$ represents a space-time connection for a (physical) node $i'$ starting at time period $t_i$ and ending at (physical) node $j'$ at time period $t_j$ ($t_i < t_j$), i.e. $\tau_{ij} = t_j - t_i$ is the traveling time between the two physical nodes. We assume that travel times are integer. The arcs $(i, j) \in H$ represent connections of the same physical node in consecutive time periods.

These are holding arcs used to model that parcels wait at the same location across periods of time. The sets $N^+(i) = \{j \in N : (i, j) \in A\}$ and $N^-(i) = \{j \in N : (j, i) \in A\}$ represent successor and predecessor nodes, respectively.

The crowd provides capacity for the flow of commodities, which we model in the arcs $(i, j) \in A_s$ as a random variable $U_{ij}$ with an expected value $\lambda_{ij}$. Figure 1 (a) shows a space-time network representation. The arrows represent the connections between the physical nodes 1 and 3 with a travel time of 1 period. The capacity of each service arc depends on the realization of the random variable $U_{ij}$, Figure 1 (b) shows the expected value of the random variables $U_{ij}$ for each service arc that connects the nodes 1 and 3 at each period. The demand of the last-mile delivery system must be shipped from an origin to a destination node with a specific release time and a promised delivery time. We define $P$ as the set of commodities (shipments) representing demand and denote $o_p \in N$ and $d_p \in N$ as the origin and destination of commodity $p \in P$ in the space-time representation. $W_p$ is the random number of parcels of commodity $p \in P$.

Transportation costs depend on the traveled physical arc $(i', j')$, the travel period $t_i$ and the mode of transportation, i.e. professional couriers or crowd carriers. We define unitary (per parcel) transportation
costs for professional couriers $c_{ij}$ for each arc $(i, j) \in A$. We assume that the compensation paid to the crowd is lower than the price paid to the professional couriers, therefore, we define a unitary cost fraction $\zeta < 1$. $\phi_{i'}$ are costs for installing a mini-depot at candidate location $i' \in N'$. These costs may include rental costs, purchase or leasing costs, maintenance, and operating costs, e.g., software, and internet connection. The installation costs are computed proportionally to the planning horizon of one operation day. The network design problem determines the number and locations of mini-depots, and the flows of goods across the network to minimize the total expected cost. We can summarize the assumptions of the problem as follows. First, we assume that the crowd is cheaper than professional couriers and it provides stochastic capacity. Second, we assume that professional couriers are available on-demand without capacity restrictions. Third, all demand must be fulfilled and arrive at the destination node before the specified deadline.

3.1. Mathematical formulation

The problem is modeled as a two-stage stochastic network design problem for multi-commodity flows with both stochastic demands and arc capacities. The first stage determines the binary decisions $\Omega_{t'}$ that locate the mini-depots at candidate locations $i \in N'$. We model the second stage as a multi-modal, multi-commodity flow problem. Let $\xi$ represent the array containing all the random variables in the
transportation network $U_{ij}$ for $(i, j) \in \mathcal{A}$, and $W_p$ for $p \in \mathcal{P}$. Let $\mathcal{S}$ be the sample space defined by $\xi$ and $\mathcal{S} \subset \mathcal{S}$ a set of scenarios given by possible realizations of $\xi$. The second stage decides the allocation of commodity flows to the transportation network to fulfill the demand. These decisions are recourse decisions that depend on a specific realization $\xi^s$ of $\xi$, which occurs with probability $\pi_s$.

$u_{ij}^s$ denotes the realization of the random variable $U_{ij}$ that determines the capacity provided by the crowd at arc $(i, j) \in \mathcal{A}$ for the scenario $s \in \mathcal{S}$. $w_{ij}^p$ denotes the realization of the demand random variable $W_p$. The variables $x_{ij}^p$ and $y_{ij}^p$ represent the fraction of the demand $w_{ij}^p$ of commodity $p \in \mathcal{P}$ that is transported by crowd carriers and professional couriers on arc $(i, j) \in \mathcal{A}$ in the space-time network after the realization of scenario $s \in \mathcal{S}$. We formulate the Sample Average Approximation (SAA) of the two-stage Stochastic Program as follows:

$$\min \sum_{i' \in \mathcal{N}'} \phi_{i'} \Omega_{i'} + \pi_s \sum_{s \in \mathcal{S}} \left[ \sum_{(i,j) \in \mathcal{A}, p \in \mathcal{P}} \zeta_{c_{ij}} \cdot w_{ij}^p x_{ij}^p + \sum_{(i,j) \in \mathcal{A}, p \in \mathcal{P}} c_{ij} \cdot w_{ij}^p y_{ij}^p \right]$$

s.t. $\sum_{j \in \mathcal{N}^+ (i)} (x_{ij}^p + y_{ij}^p) - \sum_{j \in \mathcal{N}^- (i)} (x_{ji}^p + y_{ji}^p) = \begin{cases} 1 & \text{if } i = o_p \\ 0 & \text{if } i \neq o_p, d_p \\ -1 & \text{if } i = d_p \end{cases} \forall s \in \mathcal{S}, p \in \mathcal{P}, i \in \mathcal{N}$

$$\sum_{p \in \mathcal{P}} w_{ij}^p x_{ij}^p \leq u_{ij}^s \Omega_{j'} \forall s \in \mathcal{S}, (i, j) \in \mathcal{A}$$

$$x_{ij}^p \leq \Omega_{i'} \forall s \in \mathcal{S}, p \in \mathcal{P}, (i, j) \in \mathcal{A}$$

$$y_{ij}^p \leq \Omega_{i'} \forall s \in \mathcal{S}, p \in \mathcal{P}, (i, j) \in \mathcal{A}: i \neq o_p$$

$$x_{ij}^p, y_{ij}^p \geq 0 \forall s \in \mathcal{S}, p \in \mathcal{P}, (i, j) \in \mathcal{A}$$

$$\Omega_{i'} \in \{0, 1\} \forall i' \in \mathcal{N}'$$

The objective function [1] minimizes the total expected cost of installation of mini-depots, and transportation. [2] are the flow conservation constraints that ensure demand fulfillment for every commodity transported from its origin to its destination. [3] defines the arc capacity constraints of each scenario.
s \in S.  forbid cross-docking of crowd flows when there is no mini-depot installed at that location. (5) and (6) prevent commodities from waiting in a node (using a holding arc) if there is no mini-depot installed.

4. Solution method

We use a classic decomposition for two-stage stochastic programs, i.e. we define the first stage of the problem as the relaxed master problem (RMP), using \( \Omega \), as the complicating variables, and we define the Benders subproblem as the dual of the recourse function.

4.1. Benders subproblems

Let \( \Omega \) be a vector of the (integer) solution of the master problem. Let \( G(\Omega, \xi^s) \) be the multi-commodity flow for the realization \( \xi^s \) with objective function \( \sum_{(i,j) \in A} \sum_{p \in P} \xi_{ij} \cdot w^p \pi_s \) and subject to (2) – (6). We define the primal subproblem for a given \( \Omega \) as: \( \text{SP}(\Omega) := \mathbb{E}[G(\Omega, \xi)] \). Furthermore, since each realization \( \xi^s \) is independent, we separate \( \text{SP}(\Omega) \) into \( |S| \) subproblems and solve the multi-commodity flow problem for each scenario \( s \in S \). To this end, we define the primal subproblems for a given scenario as: \( \text{SP}_s(\Omega) := \mathbb{E}[G(\Omega, \xi^s)] \). To derive the Benders cuts, we define the dual subproblems for each scenario \( s \in S \), denoted by \( \text{DSP}_s(\Omega) \). The \( \text{DSP}_s(\Omega) \) reads as follows:

\[
\text{DSP}_s(\Omega) : \max \sum_{(i,j) \in A} \sum_{p \in P} \xi_{ij} \cdot w^p \pi_s \]

\[
= \sum_{(i,j) \in A} \sum_{p \in P} \xi_{ij} \cdot w^p \pi_s \quad \forall (i,j) \in A, p \in P \]

\[
\alpha^p_{ij} - \alpha^p_{(i,j)} + c_{ij} \cdot w^p \pi_s \quad \forall (i,j) \in A, p \in P \]

\[
\gamma^p_{ij} \leq 0 \quad \forall (i,j) \in A, p \in P \]

\[
\beta^p_s \leq 0 \quad \forall (i,j) \in A, p \in P \]

\[
\epsilon^p_{x(ij)}, \epsilon^p_{y(ij)} \leq 0 \quad \forall (i,j) \in A, p \in P \]
Where $b_p^i = 1$ if $i = o_p$, $b_p^i = -1$ if $i = d_p$ or $b_p^i = 0$, otherwise. Note that the DSP$_s$(Ω) has five sets of decision variables as the primal problem SP$_s$(Ω) has five sets of constraints defined similarly by (2) to (6). All of them, however, are applicable for one $s \in S$. $\alpha^{ps}_i$ are the dual variables of the flow conservation constraints (2), $\beta^{ps}_{ij}$ are the dual variables of the arc capacity constraints (3), $\gamma^{ps}_{ij}$ are the dual variables of the constraints (4), and $\varepsilon^{ps}_{x(ij)}$, $\varepsilon^{ps}_{y(ij)}$ are the dual variables of constraints (5) and (6), respectively.

4.2. Benders cuts

From the dual formulation for each SP$_s$(Ω), we derive the classical Benders cuts. Since the flows determined by the decision variables $y^{ps}_{ij}$ are not constrained by the arcs’ capacity, the demand can always be fulfilled even in the worst case (no capacity from the crowd and no mini-depots) by professional carriers for all the scenarios $s \in S$. For this reason, the feasibility cuts are not necessary in the CCL network design problem. Let $E$(DSP$_s$) be the set of extreme points of each DSP$_s$ and let $(\alpha^s, \beta^s, \gamma^s, \varepsilon^s_x, \varepsilon^s_y)$ be one extreme point of DSP$_s$. We compute optimality cuts for the DSP$_s$(Ω), for each $s \in S$ as follows:

$$
\sum_{(i)\in N} \sum_{p\in P} b_p^i \pi^{ps}_i + \sum_{(i,j)\in A_s} u^{ps}_{ij} \Omega_j \pi^{ps}_{ij} + \sum_{(i,j)\in A_s} \sum_{p\in P} \Omega_j \gamma^{ps}_{ij}
+ \sum_{(i,j)\in H} \sum_{p\in P} \Omega_j \varepsilon^{ps}_{x(ij)} + \sum_{(i,j)\in H} \sum_{p\in P} \Omega_j \varepsilon^{ps}_{y(ij)} \leq z_s \ \forall (\alpha^s, \beta^s, \gamma^s, \varepsilon^s_x, \varepsilon^s_y) \in E(DSP_s)
$$

4.3. Master problem

The master problem is a relaxation of the complete two-stage stochastic problem defined in Subsection 3.1. The Benders decomposition algorithm takes the RMP, which begins with the first stage of the stochastic program, and iteratively adds cuts that construct the polytope converging in a finite number of steps to the optimal solution (or a solution within the desired optimality gap).

Let $C^s \subset E(DSP_s)$ be the current set of optimality cuts and let $c^s \in C^s$ be a single optimality cut as defined in (15) and generated by solving DSP$_s$(Ω). Taking advantage of the block structure of the matrix that defines the second stage of the problem SP(Ω), we can add tighter cuts to the relaxed master problem, thereby giving computational advantages and speeding up the convergence. This is done by solving each SP$_s$(Ω) on each iteration of the algorithm. We formulate the master problem or relaxed master problem as follows:

$$
\min \sum_{i' \in N'} \phi_{i'} \Omega_{i'} + \sum_{s \in S} z_s
$$
4.4. Algorithmic enhancements for Benders decomposition

We solve the two-stage stochastic network design problem by using several enhancements previously investigated and referred to in the literature review. We implement a Branch-and-Benders-cut algorithm (Crainic et al., 2021). This technique has proven to be more efficient because, instead of solving the complete RMP to optimality (generating a different B&B tree at each iteration) it generates the cuts within a single tree whenever a new integer or a new incumbent solution is found. Moreover, we enhance the algorithm’s performance by using a warm-start on the first stage variables, by applying partial Benders decomposition, and improving the classic optimality cuts by computing Pareto-optimal cuts.

The concept of Pareto-optimal or non-dominated cuts (Magnanti and Wong, 1981) is a common strategy for enhancing the performance of the Benders decomposition for transportation problems. Let $\Omega_0^0$ be a core point in the interior of the RMP space and $z_s^*$ be the objective value of DSP$_s(\Omega_0^0)$ that defines the optimality cut $c^*_s \in \mathcal{E}($DSP$_s)$). The Pareto-optimal cut is computed by solving the linear program DSP$_s(\Omega_0^0)$ with the additional constraint:

$$\sum_{(i) \in N} \sum_{p \in P} b_i^p \alpha_i^p + \sum_{(i,j) \in A_s} u_{ij} s \sum_{p \in P} \Omega_{ij}^{0} \beta_{ij} + \sum_{(i,j) \in A_s} \sum_{p \in P} \Omega_{ij}^{0} \gamma_{ij} + \sum_{(i,j) \in H} \sum_{p \in P} \Omega_{ij}^{0} \epsilon_{ij} x_{(ij)} + \sum_{(i,j) \in H} \sum_{p \in P} \Omega_{ij}^{0} \epsilon_{ij} y_{(ij)} = z_s^*$$

(20)

In each iteration, we update the core point $\Omega^0$ using: $\Omega_{updated}^0 = \frac{\Omega^0 + \Pi}{2}$.

To accelerate the convergence of the algorithm, we keep information from the second stage defined by the SP$_s$ problems. Let $s_{ev}$ be a scenario created by replacing all realizations of the random variables in $\xi$ with their expected values, which occurs with probability $\pi_{s_{ev}}$. We reformulate the RMP as follows:

$$\min \sum_{i' \in N'} \phi_{i'} \Omega_{i'} + z_{s_{ev}} + \sum_{s \in S} z_s$$

(21)

s.t.
\[
\pi_{sv} \left[ \sum_{(i,j) \in A} \sum_{p \in P} \zeta c_{ij} \cdot w^p x_{ij}^{psv} + \sum_{(i,j) \in A} \sum_{p \in P} c_{ij} \cdot w^p y_{ij}^{psv} \right] \leq z_{sv} \quad (22)
\]

\[
\sum_{j \in N^+(i)} (x_{ij}^{psv} + y_{ij}^{psv}) - \sum_{j \in N^-(i)} (x_{ji}^{ps} + y_{ji}^{ps}) = \begin{cases} 
1 & \text{if } i = o_p \\
0 & \text{if } i \neq o_p, d_p \\
-1 & \text{if } i = d_p
\end{cases} \quad \forall p \in \mathcal{P}, i \in \mathcal{N} \quad (23)
\]

\[
\sum_{p \in \mathcal{P}} w_{ps} x_{ij} \leq u_{ij}^{\xi} \Omega_j' \quad \forall (i, j) \in \mathcal{A}_s \quad (24)
\]

\[
x_{ij}^{ps} \leq \Omega_{i'} \quad \forall p \in \mathcal{P}, (i, j) \in \mathcal{A}_s \quad (25)
\]

\[
x_{ij}^{ps} \leq \Omega_{i'} \quad \forall p \in \mathcal{P}, (i, j) \in \mathcal{H}: i \neq o^p \quad (26)
\]

\[
y_{ij} \leq \Omega_{i'} \quad \forall p \in \mathcal{P}, (i, j) \in \mathcal{H}: i \neq o^p \quad (27)
\]

\[
x_{ij}^{ps} y_{ij}^{ps} \geq 0 \quad \forall p \in \mathcal{P}, (i, j) \in \mathcal{A} \quad (28)
\]

\[
\Omega_{i'} \in \{0; 1\} \quad \forall i' \in N' \quad (29)
\]

\[
c_s^\xi \quad \forall c_s^\xi \in \mathcal{C}_s^\xi, s \in S \quad (30)
\]

\[
z_s \in \mathbb{R} \quad \forall s \in S \cup \{s_{ev}\} \quad (31)
\]

Note that (23) – (27) are the same constraints (2) – (6) but defined only for the scenario \(s_{ev}\), since this is the only realization we include in the RMP.

5. Numerical experiments

We conduct numerical experiments to assess four aspects: first, the capability to exploit the crowd supply, second, the required infrastructure to support the operation of the system, third, the value of the stochastic solution, and fourth, the performance of the proposed algorithm. To conduct the experiments, we determine the topology of the space-time network and the cost structure of the transportation system. We define the demand and supply processes for the CCL system and the sampling procedures to generate the instances. The experiments are designed taking into account the dependency between the compensation of the crowd, supply, and demand. The numerical experiments are solved with Gurobi-Python 9.1.0
on an Intel(R) XEON(R) 2.60GHz with 128 GB RAM using in a single core for a fair comparison with
the built-in branch-and-cut algorithm of the commercial solver. All instances are run with a time limit
of 8 hours.

The space-time network topology is inspired by the public transportation network of Munich. The
size of the network is determined by the number of physical nodes, corresponding to subway stations
that are expanded in time across 16 time periods of 30 minutes to represent the network in one operation
day of 8 hours, from 11:00 to 19:00. We conduct experiments on different sizes of the network. We use
networks of 14 to 24 physical nodes. From these sets, up to four nodes are exclusively origin locations,
meaning that no shipments are dropped off at those.

5.1. Demand and Supply

We use Poisson distributions with expected values $\lambda_p^d$ to model the demand process and to model
the crowd capacity, Poisson-Gamma processes with shape and scale parameters to guarantee expected
values $\lambda_{ij}$ and a coefficient of variation CV. We consider special deliveries, i.e. same-day deliveries that
may appear early in the day (until 11:00, morning release time) or in the middle of the day (until 16:00,
afternoon release time) with short (3 hours) or medium deadlines (8 hours). We study demand scenarios
with total expected demands of $\lambda^d = 1000$, 3000, and 5000 shipments. The shipments are mapped by
allocating the total demand among origin-destination pairs across the space-time network. Each shipment
is mapped to an origin node with a release time and a destination node with a deadline.

Let $p(i', j', r, d) \in P$ be a shipment with origin node $(i')$, destination node $(j')$, release time $(r)$ and
deadline $(d)$ and $\mathcal{D} \subset \mathcal{N}'$ be the set of physical nodes that are exclusively destination locations. Now
let $\mathcal{P}(i', r, d) = \bigcup_{j' \in \mathcal{D}} p(i', j', r, d)$ be a subset of all shipments departing from $(i')$ with release time $(r)$
and deadline $(d)$. Table 1 shows the partition of the set of shipments in $\mathcal{P}$ for the networks with 10 or
20 destination nodes, with different origin, release time and deadline. In Table 1, (r1) is the release time
at 11:00, (r2) the release time at 16:00, (d1) is the deadline at 14:00 and (d2) the deadline at 19:00. Let
$O \subset \mathcal{N}'$ be the set of physical nodes that are exclusively origin locations. Let $f^d_j$ be the fraction of the
demand distributed across the destination nodes, given an origin node. These factors are shown in Table
2. The computation of $\lambda_p^d$ is done by allocating the total expected demand according the expression:

$$\lambda_p^d = \lambda^d \cdot \frac{1}{|O|} \cdot 0.5 \cdot f_j^d$$

if the release time of the shipment is until 16:00 or

$$\lambda_p^d = \lambda^d \cdot \frac{1}{|O|} \cdot 0.25 \cdot f_j^d$$

if the release time is until 11:00 with deadline at 14:00 or 19:00. This means that half of the demand has release
time until 16:00 and half of the demand is released until 11:00. Half of the demand that is released until
11:00 has a 3-hour deadline (and half an 8-hour deadline) and all of the demand that is released until 16:00 has a 3-hour deadline.

<table>
<thead>
<tr>
<th>Table 1: Mapping of Shipments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>O1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>O2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>O3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>O4</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$</td>
</tr>
</tbody>
</table>

We define two main parameters that determine the capacity generation process depending on the total expected capacity.

1. **Crowd profiles ($f^c_t$)**. Are period-dependent factors that change the generation rate depending on the time of the day. The values are shown in Figure 2.

2. **Generation-attraction fractions array ($A^c$)**. An array of size $|N'| \times 2$ that defines the distribution of the crowd capacity across the network. Let $a^c_{i'0}$ and $a^c_{j'1}$ be elements of the matrix $A^c$ that denote the fraction of the crowd that travel with origin $i'$ and destination $j'$, where $i', j'$ represent any physical node. Then $b^{c}_{i'j'} = a^c_{i'0} \cdot a^c_{j'1}$ is the fraction of the crowd that travels across the physical arc $(i', j')$. The values of these parameters are shown in Table 2.

The expected capacity on space-time arc $(i, j) \in \mathcal{A}_s$ is: $\lambda_{ij} = \frac{\lambda^c}{|\mathcal{T}|} \cdot f^c_t \cdot b^{c}_{i'j'}$. Figure 2(a) depicts the crowd profiles $f^c_t$ and (b) the expected capacity of arc $(i, j)$ where $\lambda^c = 1000$ and $b^{c}_{i'j'} = 0.012$, therefore $\lambda_{i',j'} = \frac{1000}{16} \cdot 0.012 \cdot f^c_t$. 
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We sample the random variables $W_p$ from a Poisson distribution with expected value $\lambda_p^d$ to compute the parameters $w^p$. To compute the parameters $u^s_{ij}$, we sample the random variables $U_{ij}$. We use a **Negative Binomial** distribution, resulting from the Poisson-Gamma process, to account for more variability (different CV) in the crowd capacity that cannot be modeled with Poisson distributions. We define (**ratio**) as the ratio between the total demand $\lambda^d$ and the total expected capacity $\lambda^c$. Then the total expected capacity i.e. the total expected number of crowd members willing to carry a parcel across the whole network is: $\lambda^c = \text{ratio} \cdot \lambda^d$. Both demand and supply are sampled with the Latin hypercube sampling method. The sample size $|S|$ is set to 50 to guarantee an estimation error of at most 10% with a level of confidence of 0.95 according to the estimates for the upper and lower bounds of the true problem defined in [Shapiro (2014)].

The size of the set $\mathcal{P}$ can make the model intractable. For this reason, we sample these shipments to reduce the size of the model on larger instances. The number of shipments shown in Table 1 is defined to have a full network representation of the demand. Let $\xi_d^s$ be a realization of the vector $\xi_d \subset \xi$ containing all random variables $W_p : p \in \mathcal{P}$. We sample a subset $\mathcal{P}'$ with a desired size $|\mathcal{P}'|$ by sorting the vector $\xi^s_d$ in ascending order and selecting the shipments corresponding to the $(k - 0.5)/|\mathcal{P}'|$ percentile, with $k = 1, 2, ..., |\mathcal{P}'|$. By sampling shipments, the total demand is reduced. That reduction affects the capacity-demand ratio, the ratio of installation costs to transportation costs, and thus, the first-stage solution. To reduce this impact, we scale down the sampled crowd capacity on each arc $(i,j) \in \mathcal{A}$ by multiplying each sampled value by the fraction ($\eta$) of the total sampled demand determined by the
sampled shipments. Moreover, we scale up the objective function by multiplying the recourse function (expected transportation costs) by $1/\eta$.

5.2. General and experimental parameters

The cost parameters $c_{ij}$ are based on the distance traveled through each arc, such that $c_{ij} = c \cdot d_{ij}'$, where $d_{ij}'$ is the distance between the physical nodes $(i', j')$. The distances are computed based on the physical connections determined by the public transportation network. The unitary transportation cost parameter $c$ is set to 1.875 €/Km per transported parcel. This cost parameter is calculated based on typical prices for 1 day (next day) delivery in Germany (average of 7.5 € per parcel) and an average distance trip of 4 km in the city of Munich.

The installation costs are based on average operation costs for a local company that provides the service and administration of parcel lockers. This costs include leasing costs (50 €), software (100 €), electric power supply (48 €), cleaning (128 €) and rental area cost (520 €) on a monthly basis (Herrmann and Kunze, 2019). The total cost for mini-depots is divided by 20 operation days in a month, assuming five days per week. This gives a fixed (daily) installation cost $\phi$ per installed mini-depot.

Given the general setting, computational experiments are run with different levels for the experimental parameters. As mentioned before, we consider the correlation between the experimental parameters, therefore we define their levels and combinations accordingly.

1. **Capacity-demand ratio.** The total expected capacity $\lambda^c$ is 40%, 70% or 100% of the total expected demand in the case of 10 node instances, or 140%, 200% or 280% of the total expected demand in the case of instances with 20 nodes. i.e. three ratio levels: 0.4, 0.7 and 1.0 or 1.4, 2.0 and 2.8 for instances with 10 nodes and 20 nodes, respectively. The reason why we use higher capacity-demand ratios on larger networks is that we consider that more people from the crowd can be attracted if more destinations (nodes) are offered. At each run, the sampled random capacity is replicated, whereas the sampling procedure for the demand is done with a fixed seed to reduce variance in the results.

2. **Crowd compensation.** Three levels of compensation are defined by the parameter $\zeta$: The crowd compensation is either 30%, 40% or 50% of the price of a professional courier, i.e. $\zeta_1 = 0.3$, $\zeta_2 = 0.4$ or $\zeta_3 = 0.5$.

---

1Amazon General Delivery Information. Delivery within Germany, [https://www.amazon.de/gp/help/customer/display.html?nodeId=201708680](https://www.amazon.de/gp/help/customer/display.html?nodeId=201708680). Accessed: 25.03.2021
3. **Installation costs for mini-depots.** We consider parcel lockers of different costs $\phi$ depending on the potential location, capacity-demand ratio, and crowd compensation levels. We define three levels of $\phi$, based on the values shown above, with increasing base installation costs. This cost increment can be explained by an increase in the required capacity, rental area cost, or operational costs. We denote three settings for the installation costs $\phi_1, \phi_2$ and $\phi_3$. These values are summarized in Table 2.

We report the results of 10 instances of each type determined by a combination of the experimental parameters defined by the tuple $(CV, \lambda^d, ratio, \phi, \zeta)$. These tuples are defined in such a way that the dependency between the experimental parameters is represented, i.e. instances with higher compensation of the crowd have a higher expected capacity but up to some point, that is why for instances with $\lambda^d = 5000$, the capacity-demand ratio is not increased for higher compensations. We assess the following key performance indicators (KPI’s). Total expected cost: which is the value of the objective function as defined by the SAA. Crowd usage: defined as the average fraction of the crowd capacity that is used across all the scenarios. Crowd utilization: defined as the average fraction of the total demand that is transported by the crowd across any service arc and all the scenarios. Value of the stochastic solution (VSS): defined as the difference between the expected value of the expected value problem (EVP) and the recourse problem (RP). Value of the Stochastic Solution in Terms of Transportation Costs (TVSS): defined as the difference in the total expected transportation costs (recourse function) between the EVP and the RP. The purpose of including this measure is to get insights on the benefits of the stochastic solution compared to the deterministic version of the problem in terms of transportation costs. Finally, we consider the cost reduction achieved by using the crowd and the number of installed mini-depots.

The experiments are performed on space-time networks of two sizes as shown in Table 1. For the smaller instances (10+4 physical nodes), we use the full set $\mathcal{P}$ of shipments ($|\mathcal{P}| = 120$). For the larger instances (20+4 physical nodes), we use a sample $\mathcal{P}'$ of size $|\mathcal{P}'| = 120$ from the full set $\mathcal{P}$ ($|\mathcal{P}| = 240$).

5.3. **Enhanced Benders decomposition performance**

We compare the run time performance with the solution provided by Gurobi. We conduct experiments on networks of a smaller size compared to the instances used to assess the performance of the CCL system. The networks have two (physical) origin nodes, 15 or 20 destination nodes, and are solved for 30 shipments with 8-hour or 3-hour deadlines, two levels of capacity-demand ratio, two levels of installation costs, and
<table>
<thead>
<tr>
<th>physical node</th>
<th>$a_{i0}$</th>
<th>$a_{i1}$</th>
<th>$f_{i1}^d$</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\phi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n1</td>
<td>0.07</td>
<td>0.14</td>
<td>0.03</td>
<td>60</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td>n2</td>
<td>0.03</td>
<td>0.08</td>
<td>0.03</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>n3</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n4</td>
<td>0.01</td>
<td>0.08</td>
<td>0.03</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>n5</td>
<td>0.02</td>
<td>0.01</td>
<td>0.04</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n6</td>
<td>0.07</td>
<td>0.01</td>
<td>0.07</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n7</td>
<td>0.05</td>
<td>0.01</td>
<td>0.06</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n8</td>
<td>0.03</td>
<td>0.01</td>
<td>0.04</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n9</td>
<td>0.02</td>
<td>0.08</td>
<td>0.04</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>n10</td>
<td>0.04</td>
<td>0.01</td>
<td>0.09</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n11</td>
<td>0.05</td>
<td>0.01</td>
<td>0.06</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n12</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>n13</td>
<td>0.05</td>
<td>0.01</td>
<td>0.09</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n14</td>
<td>0.03</td>
<td>0.01</td>
<td>0.06</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n15</td>
<td>0.02</td>
<td>0.06</td>
<td>0.05</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>n16</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n17</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n18</td>
<td>0.07</td>
<td>0.06</td>
<td>0.01</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>n19</td>
<td>0.09</td>
<td>0.11</td>
<td>0.01</td>
<td>60</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td>n20</td>
<td>0.07</td>
<td>0.06</td>
<td>0.06</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>n21</td>
<td>0.04</td>
<td>0.01</td>
<td>0.06</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n22</td>
<td>0.04</td>
<td>0.01</td>
<td>0.03</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>n23</td>
<td>0.07</td>
<td>0.14</td>
<td>0.01</td>
<td>60</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td>n24</td>
<td>0.03</td>
<td>0.06</td>
<td>0.01</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>
three levels of crowd compensation. We report the average results across 10 replications of each instance type in Table 3.

<table>
<thead>
<tr>
<th>Instance</th>
<th>3-hour deadline</th>
<th>8-hour deadline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MIP</td>
<td>BD</td>
</tr>
<tr>
<td></td>
<td>Run time (sec)</td>
<td>Gap(%)</td>
</tr>
<tr>
<td>(15N, $\phi_1, \zeta_1$, low)</td>
<td>20991</td>
<td>0.5</td>
</tr>
<tr>
<td>(15N, $\phi_1, \zeta_2$, low)</td>
<td>17103</td>
<td>0.6</td>
</tr>
<tr>
<td>(15N, $\phi_2, \zeta_3$, high)</td>
<td>10996</td>
<td>0.8</td>
</tr>
<tr>
<td>(20N, $\phi_1, \zeta_1$, low)</td>
<td>35210</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>(20N, $\phi_1, \zeta_2$, low)</td>
<td>31148</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>(20N, $\phi_2, \zeta_3$, high)</td>
<td>30421</td>
<td>1.4</td>
</tr>
<tr>
<td>Average</td>
<td>24311</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The results show that BD algorithm outperforms Gurobi in every case. For the case of same-day deliveries, both Gurobi and BD can find optimal solutions within the time limit. However, BD takes between 29.9% to 38.6% of the time taken by Gurobi. In the case of deliveries with time windows, Gurobi takes significantly more time to find optimal solutions and cannot prove optimality in two cases for the larger instances. BD performs better in terms of execution times compared to the same-day delivery instances. The reason for this is because the algorithm converges in between 3 to 5 iterations in every case, but for the instances with time windows, the Pareto-optimal cuts can be computed faster.

5.4. CCL performance

We solve the instances defined in Subsection 5.2 by using the proposed methodology presented in Section 4. All instances were solved to optimality. Table 4 shows the average results on networks with 10 (10N) and 20 (20N) physical nodes.
<table>
<thead>
<tr>
<th>(CV, (\lambda), ratio, (\phi), (\zeta))</th>
<th>Total Cost (\times 10^3)</th>
<th># Depots</th>
<th>Avg Util%</th>
<th>Avg Usage%</th>
<th>VSS %</th>
<th>TVSS %</th>
<th>EVPI %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10N</td>
<td>20N</td>
<td>10N</td>
<td>20N</td>
<td>10N</td>
<td>20N</td>
<td>10N</td>
<td>20N</td>
</tr>
<tr>
<td>(0.4,1000,0.4,(\phi_1),(\zeta_1))</td>
<td>6.36</td>
<td>6.97</td>
<td>4.0</td>
<td>10.0</td>
<td>10.1</td>
<td>20.2</td>
<td>20.2</td>
</tr>
<tr>
<td>(0.7,1000,0.4,(\phi_1),(\zeta_1))</td>
<td>6.43</td>
<td>7.04</td>
<td>4.0</td>
<td>9.3</td>
<td>8.3</td>
<td>16.9</td>
<td>21.0</td>
</tr>
<tr>
<td>(1.0,1000,0.4,(\phi_1),(\zeta_1))</td>
<td>6.44</td>
<td>7.08</td>
<td>4.0</td>
<td>8.9</td>
<td>10.6</td>
<td>18.9</td>
<td>15.4</td>
</tr>
<tr>
<td>(0.4,1000,0.7,(\phi_2),(\zeta_2))</td>
<td>6.35</td>
<td>6.97</td>
<td>5.0</td>
<td>10.0</td>
<td>14.6</td>
<td>24.9</td>
<td>21.0</td>
</tr>
<tr>
<td>(0.7,1000,0.7,(\phi_2),(\zeta_2))</td>
<td>6.42</td>
<td>7.04</td>
<td>5.0</td>
<td>9.3</td>
<td>18.9</td>
<td>27.6</td>
<td>19.6</td>
</tr>
<tr>
<td>(1.0,1000,0.7,(\phi_2),(\zeta_2))</td>
<td>6.44</td>
<td>7.08</td>
<td>5.0</td>
<td>8.9</td>
<td>12.5</td>
<td>18.9</td>
<td>14.7</td>
</tr>
<tr>
<td>(0.4,3000,0.4,(\phi_2),(\zeta_2))</td>
<td>19.74</td>
<td>19.69</td>
<td>7.0</td>
<td>19.0</td>
<td>11.8</td>
<td>30.7</td>
<td>23.0</td>
</tr>
<tr>
<td>(0.7,3000,0.4,(\phi_2),(\zeta_2))</td>
<td>19.92</td>
<td>20.07</td>
<td>7.0</td>
<td>18.9</td>
<td>9.8</td>
<td>24.3</td>
<td>22.4</td>
</tr>
<tr>
<td>(1.0,3000,0.4,(\phi_2),(\zeta_2))</td>
<td>19.97</td>
<td>20.17</td>
<td>7.0</td>
<td>17.0</td>
<td>11.9</td>
<td>26.2</td>
<td>20.7</td>
</tr>
<tr>
<td>(0.4,3000,0.7,(\phi_3),(\zeta_3))</td>
<td>19.62</td>
<td>19.81</td>
<td>8.0</td>
<td>17.0</td>
<td>17.0</td>
<td>32.5</td>
<td>24.0</td>
</tr>
<tr>
<td>(0.7,3000,0.7,(\phi_3),(\zeta_3))</td>
<td>19.81</td>
<td>20.13</td>
<td>7.0</td>
<td>15.7</td>
<td>14.2</td>
<td>26.9</td>
<td>23.3</td>
</tr>
<tr>
<td>(1.0,3000,0.7,(\phi_3),(\zeta_3))</td>
<td>19.91</td>
<td>20.27</td>
<td>7.1</td>
<td>15.2</td>
<td>15.9</td>
<td>27.8</td>
<td>20.1</td>
</tr>
<tr>
<td>(0.4,5000,0.4,(\phi_3),(\zeta_3))</td>
<td>32.74</td>
<td>31.37</td>
<td>10.0</td>
<td>20.0</td>
<td>12.7</td>
<td>32.2</td>
<td>24.7</td>
</tr>
<tr>
<td>(0.7,5000,0.4,(\phi_3),(\zeta_3))</td>
<td>33.05</td>
<td>31.96</td>
<td>9.0</td>
<td>20.0</td>
<td>11.0</td>
<td>27.8</td>
<td>24.3</td>
</tr>
<tr>
<td>(1.0,5000,0.4,(\phi_3),(\zeta_3))</td>
<td>33.12</td>
<td>32.17</td>
<td>10.0</td>
<td>20.0</td>
<td>13.5</td>
<td>29.3</td>
<td>22.5</td>
</tr>
<tr>
<td>(0.4,5000,0.4,(\phi_3),(\zeta_3))</td>
<td>33.16</td>
<td>32.51</td>
<td>8.3</td>
<td>18.6</td>
<td>12.1</td>
<td>28.2</td>
<td>23.7</td>
</tr>
<tr>
<td>(0.7,5000,0.4,(\phi_3),(\zeta_3))</td>
<td>33.41</td>
<td>32.92</td>
<td>7.9</td>
<td>17.0</td>
<td>10.5</td>
<td>22.8</td>
<td>23.6</td>
</tr>
<tr>
<td>(1.0,5000,0.4,(\phi_3),(\zeta_3))</td>
<td>33.50</td>
<td>33.07</td>
<td>8.2</td>
<td>17.4</td>
<td>12.5</td>
<td>24.8</td>
<td>21.1</td>
</tr>
</tbody>
</table>
The results show that when the expected demand is higher, the CCL network has a higher number of installed mini-depots. The number of selected locations to install mini-depots is between 40-80% of all potential locations. However, we observe that an increment in the compensation paid to the crowd slightly affects the required infrastructure (number of mini-depots). The utilization of the crowd is between 8.3% and 18.9% in the case of the instances with 10 nodes and between 11.2% and 32.5% for instances with 20 nodes. The usage of the crowd is between 15.4% and 24.7% for the instances with 10 nodes. In the case of the networks with 20 nodes, the crowd utilization is significantly higher, however, we observe that even though the expected capacity is higher, the utilization of the crowd does not increase drastically compared to the instances with 10 nodes. On the other hand, the average usage of the crowd is lower and more variable. We observe values of the average crowd usage between 3.7% and 24.3%, which is expected given that the capacity is higher and the utilization increases slightly. As shown in Figure 3, the cost savings when using the crowd are 2.8% - 5.1% on 10 node instances and 2.1% - 7.6% on 20 node instances. These values correspond to daily savings between 151 € and 220 €, for instances with $\lambda^d = 1000$, between 901 € and 1168 €, for instances with $\lambda^d = 3000$, and between 1387 € and 2613 €, for instances with $\lambda^d = 5000$.

By analyzing the transportation flows of the demand allocated to the crowd, we can deduce the value of the mini-depots as a support infrastructure to use the stochastic crowd capacity. Figure 4 shows partial shipments, i.e. fractions of a shipment (commodity) $p \in \mathcal{P}$, that are allocated to the crowd or...
Figure 4: Transportation flows allocated to the crowd.
professional couriers. These partial shipments are classified into four categories depending on their origin and destination (physical nodes). These four categories are direct shipments: same origin and destination as the commodity; first-leg: same origin with a mini-depot as the destination; mid-leg: both origin and destination are mini-depots; and last-leg: the origin is a mini-depot and the destination is the destination of the commodity. The results reported in the figure are averages across scenarios and commodities.

Figure 4 (a), (b), and (c) describes the average number of shipments, and demand allocation on instances with 10 (destination) nodes. Figure 4 (d), (e), and (f) shows the same description but on instances with 20 (destination) nodes. Figure 4 (a) shows that direct crowd shipments occur more often compared to shipments that use mini-depots as cross-docking platforms (first, mid or, last-leg). Direct shipments are between 0.4 to 1.4 on average, whereas first and last-leg shipments are between 0.1 to 0.2 on average. On the other hand, we observe that mid-leg shipments are close to zero on average, which shows that transshipments between mini-depots occur only occasionally. There is also an increasing trend in the number of direct shipments with the total demand. The latter can be explained because as the demand increases, the expected crowd capacity per arc is higher, thus, direct shipments may occur more often. Figure 4 (b) shows that professional couriers perform direct shipments almost exclusively, this means that cross-docking operations are always completed (and started) by the crowd. Figure 4 (c) shows a comparison between the volume allocated to the crowd that is transported with direct shipments and cross-docking. Only the first-leg cross-docking shipments are taken into account here. We observe that between 11% to 20% of the demand volume allocated to the crowd is transported using mini-depots as cross-docking platforms.

The results reported in Figure 4 (d), (e), and (f) show that the cross-docking operations are used more on the instances with 20 nodes. In general, we can see that both direct and cross-docking shipments are used with a similar frequency. Also, cross-docking operations are not performed by professional couriers as almost all of these shipments are direct. Moreover, we observe that between 25% to 46% of the demand volume allocated to the crowd is transported using mini-depots as cross-docking platforms. For these reasons, we can say that the mini-depots are required not only to store parcels temporally but to perform cross-docking operations that allow using the existing transportation flows from the crowd.

The Value of the Stochastic Solution (VSS) between 1.1% and 10% for networks with 10 nodes and between 1.1% and 7.1% for 20 nodes networks. However, the relative VSS decreases on instances with a larger expected demand on the 10 node instances and we do not observe this trend on the 20 node instances. The latter is because the total expected costs are higher and the crowd utilization and usage
do not change considerably in the instances with 10 nodes. The VSS is sensitive to the variance of the crowd capacity (measured by its CV) on both network sizes. The results show that the VSS tends to decrease at a higher variation when the total expected crowd capacity is at the lowest level ($\lambda^d = 1000$). On the other hand, it shows the opposite trend at higher expected demands ($\lambda^d = 3000$ and $\lambda^d = 5000$).

This behavior is explained when the capacities on each space-time arc are analyzed in detail. After the distribution of the capacity on instances with $\lambda^d = 1000$, the sample presents scenarios with a higher fraction of space-time arcs with capacity zero when the CV increases, which harms the VSS. Similarly, on instances with $\lambda^d \geq 3000$, at a higher CV, the sampled scenarios have more space-time arcs with capacity zero but the observed average capacity on "non zero arcs" is higher. The latter increases the potential to exploit crowd flows, which results in a lower total (expected) cost with the same (or similar) infrastructure which at the same time has a positive impact on the VSS.

6. Conclusions

We present a transportation network for a crowd-sourced last-mile delivery system where professional courier services operate to give a guarantee of demand fulfillment. A multi-modal, multi-segment network, represents the concept of hyper-connected city logistics, which allows more flexibility to match supply and demand. The capacity of the network is dependent on the stochastic crowd’s willingness to participate. The problem is formulated as a two-stage stochastic multi-commodity network design problem and is solved using an enhanced Benders decomposition. Numerical experiments are conducted on instances of 14 nodes to 24 nodes for a planning horizon of 8 hours of operation. The experiments are focused on the assessment of the CCL system to fulfill a demand of special (express) deliveries with short time windows that are difficult to fulfill with standard last-mile delivery services.

The results show that a network of mini-depots is needed to exploit the existing flows of people in the crowd. All of the instances require a network of mini-depots to either exploit the stochastic crowd capacity using cross-docking or to temporarily store parcels. More importantly, we show the importance of the use of the mini-depots to support cross-docking between crowd flows as an important fraction of the crowd shipments are routed using cross-docking. The experiments also show that the network design may be robust to changes in the cost structure and capacity-demand ratios. The use of the crowd for last-mile delivery yields important daily (average) savings of between 2% and 7.6% of the total expected operational costs.
The value of the stochastic solution is significant on instances with different demand, crowd capacity, and cost structure. Moreover, we identify an important effect of the variability of the crowd capacity. This gives insights into the need for the reduction of the uncertainty in the estimation of probability distributions or the need for incentives to reduce the uncertainty on the crowd’s willingness to participate, especially in scenarios with lower demand. Our experiments support the use of professional courier services as a recourse to fulfill the demand with a guarantee of service. This is shown by the results on the utilization of the crowd since professional couriers still need to move the majority of the demand.

Future research can extend our work on city crowd logistics. First, we take into account the influence of the compensation of the crowd on the expected capacity in our experimental design but we do not consider this explicitly in the model. Future work in this field could study in more detail the compensation as a decision. Second, we take into account the operational level of decisions in the second stage. However, dynamic algorithms can be implemented to make the online decision of routing parcels in the CCL network taking into account the stochasticity of the system and the capacity of the mini-depots.
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