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We study a semismooth Newton-type method for the nearest doubly stochastic matrix problem where both differentiability and nonsingularity of the Jacobian can fail. The optimality conditions for this problem are formulated as a system of strongly semismooth functions. We show that the so-called local error bound condition does not hold for this system. Thus the guaranteed convergence rate of Newton-type methods is at most superlinear. By exploiting the problem structure, we construct a modified two step semismooth Newton method that guarantees a nonsingular Jacobian matrix at each iteration, and that converges to the nearest doubly stochastic matrix quadratically. To the best of our knowledge, this is the first Newton-type method which converges $\mathcal{Q}$-quadratically in the absence of the local error bound condition.

**Key Words:** nearest doubly stochastic matrix, semismooth newton method, strongly semismooth, quadratic convergence, equivalence class.

1 Introduction

Newton’s method is a powerful, popular iterative technique for solving systems of nonlinear equations. The popularity arises from its fast asymptotic convergence rate. But this fast convergence requires assumptions such as: nonsingularity of the Jacobian matrix at the solution, or the so-called *local error bound condition*, see Definition 4.2 below, and e.g., [14,18,22,42,45]. These assumptions
unfortunately can fail for many interesting applications. Recent extensions when nonsingularity fails in the differentiable case appears in e.g., [32, 33] and the references therein. In this paper, we present a two-step semismooth Newton-type algorithm for the nearest doubly stochastic matrix problem. We illustrate that it is still possible to achieve a Q-quadratic convergence rate even if the above assumptions fail. To our knowledge this is the first Newton-type method to have a provable Q-quadratic convergence rate without the local error bound condition. We include empirical evidence that illustrates the improved speed and accuracy of our algorithm compared to several other methods in the literature.

The proposed algorithm is also closely related to the recent developments for solving semidefinite programming relaxations using alternating direction method of multipliers (ADMM), see [8, 10]. The ADMM is recently proven to be a powerful method for solving facially reduced semidefinite programs. It is currently the most efficient technique to approximately solve the semidefinite relaxations of various hard combinatorial problems, see [25, 30, 31, 43]. For example, the nearest doubly stochastic matrix problem can serve as a subproblem in solving certain relaxations for the quadratic assignment problem, e.g., [25, 36]. An efficient algorithm for solving this subproblem is the key to push the computational limit further. The algorithm presented in this paper is efficient and robust, which serves this purpose.

1.1 Preliminaries

A doubly stochastic matrix is a nonnegative square matrix $X \in \mathbb{R}^{n \times n}$ whose rows and columns sum to one. Doubly stochastic matrices have many applications for example in economics, probability and statistics, quantum mechanics, communication theory and operation research, e.g., [11, 37, 39]. The nearest doubly stochastic matrix, but with a prescribed entry, has been studied in [3]; it is related to the numerical simulation of large circuit networks.

Throughout this paper we assume we are given a matrix $\hat{X} \in \mathbb{R}^{n \times n}$. The problem of computing its nearest doubly stochastic matrix is formally given by

$$\min \|X - \hat{X}\|^2$$

s.t. $Xe = e$, $X^Te = e$, $X \geq 0$, (1.1)

where $\| \cdot \|$ is the Frobenius norm, and $e \in \mathbb{R}^n$ is the all-ones vector. Here, the column sum constraints appear first. Moreover, the constraints can be viewed within the family of network flow problems as they define the assignment problem constraints, e.g., [4, Chap. 7].

1.1.1 A Vectorized Formulation and Optimality Conditions

The nearest doubly stochastic matrix problem (1.1) is defined using the matrix variable $X \in \mathbb{R}^{n \times n}$. It is often more convenient to work with vectors, and therefore we shall derive an equivalent formulation using a vector of variables $x \in \mathbb{R}^{n^2}$.

Let $x = \text{vec}(X) \in \mathbb{R}^{n^2}$ denote the vector obtained by stacking the columns of $X \in \mathbb{R}^{n \times n}$. Conversely, $X = \text{Mat}(x) \in \mathbb{R}^{n\times n}$ is the unique matrix such that $x = \text{vec}(X)$. Recall that the matrix equation $AXB = C$ can be written as $(B^T \otimes A)\text{vec}(X) = \text{vec}(C)$, where $\otimes$ denotes the Kronecker product. Therefore, the equality constraints in (1.1) are equivalent to

$$(I \otimes e^T)x = e \text{ and } (e^T \otimes I)x = e.$$
Thus we can express the feasible region of (1.1) in vector form as the set \( \{ x \in \mathbb{R}^n^2 : \bar{A}x = \bar{e}, x \geq 0 \} \), where \( \bar{e} \in \mathbb{R}^{2n} \) is the all-ones vector and the matrix \( \bar{A} \) is

\[
\bar{A} = \begin{bmatrix} I \otimes e^T & e^T \otimes I \end{bmatrix} = \begin{bmatrix} e^T & 0 & 0 \\ 0 & \cdots & 0 \\ 0 & 0 & e^T \\ I & \cdots & I \end{bmatrix} \in \mathbb{R}^{2n \times n^2}. \tag{1.2} \]

It is easy to see that one of the equality constraints is redundant. Therefore, we discard the last row in \( \bar{A} \), i.e., the 2n-th constraint that the last row of \( X \) sums to one. We denote this by \( \bar{A} \). We observe that the matrix with all elements 1/n is strictly feasible. Therefore, we now have that the Mangasarian-Fromovitz constraint qualification, MFCQ, holds. This further means that the set of optimal dual variables is compact, \([23,38]\).

Let \( \hat{x} = \text{vec}(\bar{X}) \). The doubly stochastic matrix problem (1.1) in the vector form is given by the unique minimum of the strictly convex minimization problem

\[
x^* = \arg\min \left\{ \frac{1}{2} \| x - \hat{x} \|^2 : Ax = b, x \geq 0 \right\}, \tag{1.3} \]

where \( A \in \mathbb{R}^{(2n-1) \times n^2} \) is the first 2n – 1 rows of \( \bar{A} \), and \( b \in \mathbb{R}^{2n-1} \) is the all-ones vector. The optimal doubly stochastic matrix is denoted by \( X^* = \text{Mat}(x^*) \). By abuse of notation, where needed we often use double indices for the vectors \( x = (x_{ij}) \in \mathbb{R}^{n^2} \).

The standard Karush-Kuhn-Tucker, KKT, optimality conditions for the primal-dual variables \((x, y, z)\) for (1.3) are:

\[
\begin{bmatrix}
x - \hat{x} - ATy - z \\
Ax - b \\
z^T x
\end{bmatrix} = 0, \quad x, z \in \mathbb{R}^n_+, y \in \mathbb{R}^{2n-1}. \tag{1.4} \]

The system (1.4) is a bilinear system of order \( n^2 \). Theorem 1.1 below shows that we can simplify the KKT conditions and obtain an elegant characterization of optimality. This new optimality condition is a smaller system of size \( 2n - 1 \). However, the new system involves a nonsmooth (metric) projection of a given \( v \) onto the nonnegative orthant, denoted \( v_+ = \arg\min_v \{ \| x - v \| : x \geq 0 \} \). The absolute value of the projection onto the nonpositive orthant is denoted \( v_- \). Therefore we get \( v = v_+ - v_- \), \( v_+^Tv_- = 0 \).

**Theorem 1.1.** Let \( \hat{x} \in \mathbb{R}^n^2 \) be given. The optimal solution \( x^* \in \mathbb{R}^{n^2} \) for the nearest doubly stochastic problem (1.3) exists and is unique. Moreover, \( x^* \in \mathbb{R}^{n^2} \) solves (1.3) if, and only if,

\[
x^* = (\hat{x} + ATy^*)_+, \quad F(y^*) := A(\hat{x} + ATy^*)_+ - b = 0, \quad \text{for some } y^* \in \mathbb{R}^{2n-1}. \tag{1.5} \]

**Proof.** The existence and uniqueness of the optimum \( x \) follows since (1.3) is a projection onto a closed convex set. The Lagrangian dual of (1.3) is

\[
\max_{z \geq 0, y} \min_x \left\{ \frac{1}{2} \| x - \hat{x} \|^2 - y^T(Ax - b) - z^T x \right\}.
\]

\(^1\)The perturbation function (optimal value function) is \( p^*(\epsilon) = \min \left\{ \frac{1}{2} \| x - \hat{x} \|^2 : Ax = b + \epsilon, x \geq 0 \right\} \). Then \( \partial p^*(0) = \{ y \} \) is the set of optimal dual multipliers, which is always a compact, convex set since MFCQ holds. So differentiability holds if, and only if, it is a singleton.
For nonnegative vectors \( z, x \geq 0 \), the optimality is characterized by the KKT conditions (1.4), i.e., from dual feasibility \( \nabla_x L(x, y, z) = (x - \hat{x}) - A^T y - z = 0 \), primal feasibility, complementary slackness, respectively. We get

\[
0 \leq x = (\hat{x} + A^T y)_+ - (\hat{x} + A^T y)_- + z, \quad z \geq 0, \quad Ax = b, \quad z_i x_i = 0, \forall i. \tag{1.6}
\]

This implies

\[
x = (\hat{x} + A^T y)_+, \quad z = (\hat{x} + A^T y)_-.
\]

It follows from Theorem 1.1 that if \( F(y) = 0 \), then \( x = (\hat{x} + A^T y)_+ \) is the optimal primal point and \( z = (\hat{x} + A^T y)_- \) is an optimal dual vector for (1.3). We note that this characterization is well-known, and it can also be derived for more general results for finite dimensional problems e.g., [1, 47], and for infinite dimensional problems, see e.g. [7, 9, 20, 41]. In [44], this reformulation strategy is used for the nearest correlation matrix problem. They also prove that the obtained semismooth system has a nonsingular Jacobian at the optimum and leads to a very competitive algorithm. This is in contrast to our problem, where the generalized Jacobian at the optimum can contain many highly singular matrices.

Remark 1.2. Our problem is a special case of the linearly constrained linear least squares problem, e.g. [34], that is itself a special case of quadratic programming, e.g. [19]. These problems lie within the class of linear complementarity problems, e.g., [16]. In contrast to our dual type algorithm that applies a Newton-type method to the optimality conditions, the approaches in the literature include:

1. active set methods, e.g., [5];
2. quadratic cost network flow problems, e.g., [6, 24];
3. path following, interior point methods, e.g. [19], that also use a Newton method applied to perturbed optimality conditions;
4. classical Lemke and Wolfe type methods, e.g., [16];
5. splitting methods such as ADMM, e.g. [25].

1.1.2 Semi-smooth Newton Methods

In this paper we solve the nearest matrix problem by applying a semismooth Newton method to the nonsmooth optimality conditions of (1.3) in the form \( F(y) = 0 \). We now present the preliminaries for semismooth Newton methods.

Suppose \( F : \mathbb{R}^s \to \mathbb{R}^t \) is locally Lipschitzian. According to Rademacher’s Theorem [46], \( F \) is Frechét differentiable almost everywhere. Denote by \( D_F \) the set of points at which \( F \) is differentiable. Let \( F'(y) \) be the usual Jacobian matrix at \( y \in D_F \). The generalized Jacobian \( \partial F(y) \) of \( F \) at \( y \) in the sense of Clarke [14] is

\[
\partial F(y) := \text{conv} \left\{ \lim_{y_i \to y} F'(y_i) \right\}.
\]
The generalized Jacobian $\partial F(y)$ is said to be nonsingular, if every $V \in \partial F(y)$ is nonsingular. The Lipschitz continuous function $F$ is semismooth at $y$, if $F$ is directionally differentiable at $y$ and

$$\|F(y + d) - F(y) - Vd\| = o(\|d\|), \forall V \in \partial F(y + d) \text{ and } d \to 0.$$  

Moreover, $F$ is strongly semismooth at $y$, if $F$ is directionally differentiable at $y$ and

$$\|F(y + d) - F(y) - Vd\| = o(\|d\|^2) \quad \forall V \in \partial F(y + d) \text{ and } d \to 0.$$  

We note that the projection operator $v_+$ in our optimality conditions (1.5) is a special case of a metric projection operator and is strongly semismooth e.g., [13, 48].

Now let $y^0$ be a given initial point. If $\partial F(y)$ is nonsingular, the semismooth Newton method for solving equation $F(y) = 0$ is defined by the iterations

$$y^{k+1} = y^k - V_k^{-1}F(y^k), \text{ with } V_k \in \partial F(y^k).$$  

A sequence $\{y^k\}$ is said to converge Q-quadratically to $y^*$, if $y^k \to y^*$ and

$$\limsup_{k \to \infty} \frac{\|y^{k+1} - y^*\|}{\|y^k - y^*\|^2} < M, \text{ for some positive constant } M > 0.$$  

The following local convergence result for the semismooth Newton method as applied to a semismooth function $F$ is due to [45].

**Theorem 1.3.** [45] Let $F(y^*) = 0$ and let $\partial F(y^*)$ be nonsingular. If $F$ is (strongly) semismooth at $y^*$, then the semismooth Newton method (1.8) is (Q-quadratically) convergent in a neighborhood of $y^*$.

The nonsingularity assumption for $\partial F(y^*)$ can be a restrictive assumption for the convergence of semismooth (and smooth) Newton methods. This condition is not satisfied by many applications, including our nearest doubly stochastic matrix problem. In these cases, regularization such as the Levenberg-Marquardt method (LMM) could be used to obtain the nonsingularity. If $F$ is differentiable and the local error bound condition is satisfied, see Definition 4.2 below, then the LMM approach achieves quadratic convergence, see [21, 35, 40, 50]. Note that the local error bound condition does not hold for the nearest doubly stochastic matrix problem, see Theorem 4.3.

**1.2 Contributions**

1. We present a modified two-step semismooth Newton method that exploits the special network structure of our nearest matrix problem.

2. At each iterate $y$, the first step finds a point (vertex) $y'$ in the same equivalence class so that we can guarantee that the matrix chosen from the generalized Jacobian is nonsingular. Thus a regular Newton step can be taken.

3. This two-step method converges Q-quadratically for the nearest doubly stochastic matrix problem. This is done in the absence of the local error bound condition. The problem structure allows for Q-quadratic convergence to the solution. The main idea of our algorithm is to partition the search space into equivalence classes so that the difficulty of singular generalized Jacobians can be avoided.

4. The numerical tests show that our algorithm outperforms existing methods both in speed and accuracy. The algorithm is also very robust for difficult instances.
In this section, we show that the semismooth Newton method (1.8) can be used to find a solution to the optimality conditions (2.5) when the bipartite graph for the optimal primal solution $X^* = \text{Mat}(x^*)$ of (1.3) is connected.

### 2.1 Bipartite Graphs and Connectedness

For every matrix $X \in \mathbb{R}^{m \times n}$ we associate a bipartite graph $G = (V, E)$ with node set divided into two $V_1, V_2$ corresponding to the rows and columns of $X$, respectively. The edges $(i, j) \in E$ correspond to nonzero entries of $X$, i.e., $ij \in E \iff i \in V_1, j \in V_2, X_{ij} \neq 0$. The adjacency matrix of $G$ can be written as

$$
\begin{bmatrix}
0 & B \\
B^T & 0
\end{bmatrix}
$$

(2.1)\eqref{eq:Badj}

We call the zero-one matrix $B$ the reduced adjacency matrix of the bipartite graph $G$. We call $B$ and $X$ connected matrices if the graph $G$ is connected. We call them disconnected otherwise.

**Lemma 2.1** (connected matrix, [12, page 109]). A matrix $X \in \mathbb{R}^{m \times n}$ is connected if there do not exist permutation matrices $P$ and $Q$ such that

$$
PXQ = \begin{bmatrix} X^1 & 0 \\
0 & X^2 \end{bmatrix},
$$

where $X^1$ is $p \times q$ satisfying $1 \leq p + q \leq m + n - 1$.\footnote{A connected matrix is often called indecomposable in the literature.}

Let $N = \{1, \ldots, n\}$. In this paper we consider square matrices $X \in \mathbb{R}^{n \times n}$ so that the associated bipartite graph has edges $ij \in N \times N$. Let $R, C \subseteq N$ be two subsets, with $\bar{R}$ and $\bar{C}$ the respective complements in $N$. Then $X \in \mathbb{R}^{n \times n}$ can be partitioned and permuted using the two subsets as

$$
\begin{bmatrix}
X_{\bar{R}, \bar{C}} & X_{\bar{R}, C} \\
X_{R, \bar{C}} & X_{R, C}
\end{bmatrix}.
$$

(2.2)\eqref{blk_X}

We note that $X$ is connected if both $X_{\bar{R}, \bar{C}}, X_{\bar{R}, C}$ are zero or empty blocks, for some pair of subsets. We emphasize that the diagonal blocks are not necessarily square; and if $X$ is disconnected, then one of them can be empty and thus there are zero rows or columns.

We partition the dual variables $y$ corresponding to the column and row sum constraints as

$$
y = \begin{pmatrix} c \\
r \end{pmatrix} \in \mathbb{R}^{2n-1},
\begin{array}{c}
c \in \mathbb{R}^n, \\
r \in \mathbb{R}^{n-1}
\end{array}
$$

(2.3)\eqref{ycr}

The structure of $A$ enables us to write the equation $X = \text{Mat}(\hat{x} + A^Ty)$ as

$$
X_{ij} = \begin{cases} 
(X_{ij} + r_i + c_j)_+ & \text{if } i \neq n, \forall j, \\
(X_{ij} + c_j)_+ & \text{if } i = n, \forall j.
\end{cases}
$$

(2.4)\eqref{Xrc}
2.2 The Algorithm for Connected $X^*$

Recall that the optimality conditions function

$$F(y) = A(\hat{x} + A^T y)_+ - b = 0,$$  \hfill (2.5) \text{?ms_eq?}

is strongly semismooth, see [13,48]. Our algorithm is based on applying a Newton-type method to solve this equation. More precisely, at each iterate $y$, we have $x = (\hat{x} + A^T y)_+$ and $z = (\hat{x} + A^T y)_-$, and so we guarantee dual feasibility and complementarity:

$$x - (\hat{x} + A^T y) - z = 0, \quad x^T z = 0, \quad x, z \geq 0.$$  

The Newton algorithm solves $F(y) = 0$ in order to obtain the missing linear primal feasibility $Ax = b$.

Below we provide a sufficient condition for the nonsingularity of the generalized Jacobian $\partial F(y)$ at a $y \in \mathbb{R}^{2n-1}$. From Theorem 1.3, we see that this sufficient condition then guarantees that the semismooth Newton method converges locally to an optimum with a Q-quadratic convergence rate.

In order to obtain the generalized Jacobian at $y \in \mathbb{R}^{2n-1}$, we need the following set. Recall that we use double indices for vectors $x = (x_{ij}) = ((\hat{x} + A^T y)_{ij}) \in \mathbb{R}^n$.

$$\mathcal{M}(y) := \left\{ M \in \mathbb{R}^{n \times n} \mid M_{ij} = \begin{cases} 1 & \text{if } (\hat{x} + A^T y)_{ij} > 0 \\ [0, 1] & \text{if } (\hat{x} + A^T y)_{ij} = 0 \\ 0 & \text{if } (\hat{x} + A^T y)_{ij} < 0 \end{cases} \right\}. \hfill (2.6) \text{?my?}$$

Note that the minimal $M$, elementwise, is the adjacency matrix for Mat$(\hat{x} + A^T y)_+$. The generalized Jacobian of the non-linear system (2.5) at $y$ is given by the set

$$\partial F(y) = \{ A \text{Diag}(\text{vec}(M))A^T \mid M \in \mathcal{M}(y) \}. \hfill (2.7) \text{?eq:jac?}$$

For example, for the case where $\hat{x} + A^T y > 0$ and $\Delta y$ small, we get

$$F(y + \Delta y) = A(\hat{x} + A^T(y + \Delta y)) - b = F(y) + A \text{Diag}(\text{vec}(M))A^T \Delta y, \quad \text{Diag}(\text{vec}(M)) = I.$$  

In the general case, we replace the elements of $M$ with appropriate $M_{ij} \in [0, 1]$. In our applications, we choose $M_{ij} \in \{0, 1\}$, and in fact, we choose the maximal $M$ as defined below in (3.9). Therefore, in our applications, every $V \in \partial F(y)$ is a sum of rank one zero-one matrices.

The next result shows that the matrices in the generalized Jacobian have a special structure in terms of the matrices $M$ in (2.6).

\begin{prop}
Let $y \in \mathbb{R}^{2n-1}$ be given and let $M \in \mathcal{M}(y)$. Then the linear transformation

$$\mathcal{V}(M) := A \text{Diag}(\text{vec}(M))A^T \in \partial F(y) \subset \mathbb{S}^{2n-1}_+.$$  \hfill (2.8) \text{?eq:jac2?}

Moreover, $\partial F(y)$ is a nonempty, convex compact set. And $\partial F(y)$ is a singleton if, and only if $F$ is differentiable if, and only if, $\mathcal{M}(y)$ is a singleton.

Now let

$$M \in \mathcal{M}(y) \in \mathbb{R}^{n \times n}, \quad \hat{M} \in \mathbb{R}^{(n-1) \times n},$$

and it is shown that $\partial F(y)$ is the set of matrices $M$ satisfying

$$M = \hat{M}.$$  

\end{prop}
where the latter is formed from the first \( n - 1 \) rows of \( M \). Then the matrix \( \mathcal{V}(M) \) has the following structure

\[
\mathcal{V}(M) = \begin{bmatrix}
\text{Diag}(M^T e) & \hat{M}^T \\
\hat{M} & \text{Diag}(\hat{M} e)
\end{bmatrix}^{3}
\]

(2.9)

\[\text{eq:MMhatstruc}\]

**Proof.** The convexity and compactness of the generalized Jacobian are well known properties. The singleton property is clear from the definitions. Note that \( A \geq 0 \) with no zero columns.

The expression for \( \mathcal{V}(M) \) follows from the structure of \( A \).

For \( y \in \mathbb{R}^{2n-1} \), the fact that the matrix \( \mathcal{V}(M) \) in (2.8) is nonsingular for a given \( M \in \mathcal{M}(y) \), is equivalent to linear independence of \( 2n - 1 \) columns in \( A \) associated to a subset of the positive entries in \( M \). Therefore, it is clear that one should choose as many elements \( M_{i,j} > 0 \) as possible to obtain a nonsingular element in the generalized Jacobian. In what follows, we derive an alternative characterization that connects the nonsingularity of \( \mathcal{V}(M) \) and the connectedness of \( M \), see Lemma 2.3 below.

**Lemma 2.3.** Let \( M \geq 0 \). The matrix \( \mathcal{V}(M) \) is nonsingular if, and only if, \( M \) is connected.

**Proof.** This result can be derived easily using [15, Prop. 2.15]. Translated to our framework, the result states that a set of linearly independent columns in our matrix \( A \) forms a basis of \( \mathbb{R}^{2n-1} \) if, and only if, the associated set of arcs forms a spanning tree. These arcs correspond to the graph of our matrices \( M \). The result follows by noting that \( \mathcal{V}(M) \) is positive definite if and only if the bipartite graph associated with \( M \) is connected and thus it contains a spanning tree. \( (M \) is obtained removing the last row and column of the signless Laplacian of the adjacency matrix of the graph \( G \) in (2.1). Results on singularity for signless Laplacians appear in e.g., [17, Prop. 2.1], and [49] for the reduced signless Laplacian.)

We now include an alternative proof for the sake of self-containment. We denote \( V = \mathcal{V}(M) \).

First suppose that \( M \) is disconnected. We now proof \( M \) is singular. We distinguish the following two cases.

1. Now consider the special case that \( M \) contains a zero column or a zero row among the first \( n - 1 \) rows. Then there is a zero diagonal entry, see Proposition 2.2. Since \( V \) is positive semidefinite, we conclude that \( V \) is singular.

For the case where the last row of \( M \) is zero, we have that \( M^T e - \hat{M}^T e = 0 \) and thus there is an eigenvector that has a 0 eigenvalue, i.e., by abuse of notation and using \( e \) of different dimensions, we see that

\[
V \begin{bmatrix}
e \\
-e
\end{bmatrix} = \begin{bmatrix}
\text{Diag}(M^T e) e - \hat{M}^T e \\
\hat{M} e - \text{Diag}(\hat{M} e) e
\end{bmatrix} = \begin{bmatrix}
M^T e - \hat{M}^T e \\
\hat{M} e - \hat{M} e
\end{bmatrix} = 0.
\]

2. We now assume that \( M \) and \( \hat{M} \) can be permuted so that they have the form

\[
M = \begin{bmatrix} M_1 & 0 \\ 0 & M_2 \end{bmatrix} \quad \text{and} \quad \hat{M} = \begin{bmatrix} \hat{M}_1 & 0 \\ 0 & \hat{M}_2 \end{bmatrix}.
\]

\[\text{eq:MMhatstruc}\] can be obtained by removing the last row and column of the signless Laplacian of the adjacency matrix of the graph \( G \) in (2.1), [17, 28].
Using Proposition 2.2, we obtain

\[
V = \begin{bmatrix}
\text{Diag}(M_1^Te) & 0 & M_1^T & 0 \\
0 & \text{Diag}(M_2^Te) & 0 & M_2^T \\
M_1 & 0 & \text{Diag}(M_1e) & 0 \\
0 & M_2 & 0 & \text{Diag}(\hat{M}_2e)
\end{bmatrix}.
\]

But then the first block column and the third block column of \(V\) are linearly dependent. Thus \(V\) is singular.

Thus we have shown that \(V\) is singular in both cases. (Note that we do not need the nonnegativity condition \(s \geq 0\) in this direction.)

Conversely, assume that \(V\) is singular. Then there exists a non-zero vector \(w = \begin{bmatrix} u \\ v \end{bmatrix} \in \mathbb{R}^{2n-1}\), for some \(u \in \mathbb{R}^n\), \(v \in \mathbb{R}^{n-1}\) such that \(w^T V w = 0\). We can rewrite \(w^T V w\) as follows.

\[
w^T V w = \begin{bmatrix} (v_1 + u_1)^2 & \cdots & (v_1 + u_n)^2 \\
\vdots & \ddots & \vdots \\
(v_{n-1} + u_1)^2 & \cdots & (v_{n-1} + u_n)^2 \\
u_1^2 & \cdots & u_n^2\end{bmatrix} \in \mathbb{R}^{n \times n}.
\]

Up to permutation, we can assume \(v_1, \ldots, v_{k_1}\) and \(u_1, \ldots, u_{k_2}\) are the only non-zero entries in \(w\), where \(k_1, k_2\) are nonnegative integers. Note that \(k_1 + k_2 > 0\) as \(w \neq 0\). We distinguish the following cases based on \(k_1\) and \(k_2\).

1. Suppose that \(0 < k_1\) and \(0 < k_2 < n\). The matrix \(W\) can be partitioned correspondingly as

\[
W = \begin{bmatrix} W_1 & W_{12} \\
W_{21} & W_2 \end{bmatrix} \in \mathbb{R}^{n \times n},
\]

with non-trivial off-diagonal blocks \(W_{12} \in \mathbb{R}^{k_1 \times (n-k_2)}\) and \(W_{21} \in \mathbb{R}^{(n-k_1) \times k_2}\). By assumption, \(W_{12} > 0\) and \(W_{21} > 0\) are element-wise positive. Partitioning \(M\) in the same way yields

\[
M = \begin{bmatrix} M_1 & M_{12} \\
M_{21} & M_2 \end{bmatrix}.
\]

Note that \(W \geq 0\) and \(M \geq 0\). As \(\langle W, M \rangle = w^T V w = 0\), this implies that the off-diagonal blocks \(M_{12} \in \mathbb{R}^{k_1 \times (n-k_2)}\) and \(M_{21} \in \mathbb{R}^{(n-k_1) \times k_2}\) must be zero. Therefore, \(M\) is a block-diagonal matrix.

2. Using the same argument as above, the remaining three possibilities lead to a zero row or column in \(M\). They are listed below.

\[
\begin{align*}
k_1 = 0, k_2 = n & \implies M = 0; \\
k_1 = 0, 0 < k_2 < n & \implies \text{the first } k_2 \text{ columns of } M \text{ are zeros}; \\
k_1 > 0, k_2 = 0 & \implies \text{the first } k_1 \text{ rows of } M \text{ are zeros}.
\end{align*}
\]
This shows that $M$ is disconnected.

We now provide two properties of the generalized Jacobian that show the relationships between nonsingularity, connectedness and also differentiability and strict complementarity.

**Theorem 2.4.** Let $y \in \mathbb{R}^{2n-1}$, and set

$$X := \text{Mat}(\hat{x} + A^T y)_+, \quad Z := \text{Mat}(\hat{x} + A^T y)_-. $$

Then the following holds:

1. The generalized Jacobian $\partial F(y)$ is nonsingular if, and only if, the matrix $X$ is connected.
2. The generalized Jacobian $\partial F(y)$ is a singleton ($F$ is differentiable at $y$) if, and only if, strict complementarity, $X + Z > 0$ holds.

**Proof.** 1. Let $M' \in \mathcal{M}(y)$ be such that $M'_{ij} = 0$ if $X_{ij} = 0$, i.e., $M'$ is the smallest elementwise. Note that $\mathcal{V}(\cdot)$ is a monotonic mapping, i.e., for any $M \in \mathcal{M}(y)$, we have $M' \leq M$ and thus $\mathcal{V}(M') \preceq \mathcal{V}(M)$. Hence we have

$$\partial F(y) \text{ is nonsingular} \iff \mathcal{V}(M) \text{ is nonsingular } \forall M \in \mathcal{M}(y) \quad \text{(by definition)}$$

$$\iff \mathcal{V}(M') \text{ is nonsingular for smallest } M' \quad \text{(by Lemma 2.3)}$$

$$\iff M' \text{ is connected} \quad \iff X \text{ is connected},$$

where the last equivalence follows since $X_{ij} > 0 \iff M'_{ij} > 0, \forall ij$ for the smallest $M'$

2. From the definitions of $\mathcal{M}(y)$ (2.6) and the Jacobian in (2.7), and the fact that $A \geq 0$ with no zero columns, we conclude that $\partial F(y)$ is a singleton (differentiability) holds if, and only if, $\mathcal{M}(y)$ is a singleton. By definition, this is equivalent to strict complementarity. Note that if $M \in \mathcal{M}(y)$, if strict complementarity holds, we have

$$X_{ij} = 0 \implies Z_{ij} > 0 \implies \text{Mat}(\hat{x} + A^T y)_{ij} < 0 \implies M_{ij} = 0.$$  

(See also Proposition 2.2.)

**Corollary 2.5.** Suppose $F(y^*) = 0$ and $X^* = \text{Mat}(\hat{x} + A^T y^*)_+$ is connected. Then the semismooth Newton method (1.8) has local quadratic convergence to $y^*$.

Theorem 2.4 and Corollary 2.5 show that if differentiability fails at the optimum, then strict complementarity fails. This type of degeneracy is typically tied to ill-conditioning and slow convergence. Similarly, if the optimum is disconnected, we get problems with singular generalized Jacobians. This motivates the next section that deals with finding nonsingular matrices in the generalized Jacobian.
In this section we develop an algorithm that allows for the cases where the optimal solution $X^*$ is disconnected. In this case the generalized Jacobian $\partial F(y)$ of the non-linear system (2.5) is singular. Hence the iterates of the semismooth Newton method (1.8) are not well-defined, and the convergence result in Corollary 2.5 is not applicable, see e.g., [45]. In fact, the iterate in (1.8) may not even be defined at all, since every matrix $V \in \partial F(y)$ is singular; see Theorem 2.4 below. Note that this now includes the important cases where the optimal solution is a permutation matrix, a matrix that highly disconnected. We show that we can move from each iterate $y$ to a point $y'$ in the same equivalence class, see Definition 3.1 below, so that we can find a matrix that is nonsingular in the generalized Jacobian at $y'$.

We now modify the semismooth Newton method (1.8) so that the iterates in the modified algorithm are well-defined, and the convergence rate is quadratic even if $X^*$ is disconnected. The main idea for constructing well-defined iterates is outlined as follows:

for any vector $y$, construct an equivalent vector $y'$ so that there exists at least one nonsingular matrix in $\partial F(y')$ to obtain a well-defined next iterate.

### 3.1 Equivalence Classes

This section introduces the notion of equivalence classes of $y$ corresponding to a given dual feasible $X$. This is related to the normal cone at $X$. Our Newton method finds iterates $y$, but we see below that we are in particular interested in moving between equivalence classes of $y$. And in particular, we are interested in a special point $y$ in each equivalence class.

#### 3.1.1 Preliminaries

We first define an equivalence relation for a partition of the underlying space $\mathbb{R}^{2n-1}$ to use for our modified Newton method.

**Definition 3.1** (equivalence class, $[y]$). Two vectors $y$ and $y'$ in $\mathbb{R}^{2n-1}$ are equivalent, denoted by $y \sim y'$, if

$$(\hat{x} + A^T y)_+ = (\hat{x} + A^T y')_+.$$  

The set of equivalent vectors in $\mathbb{R}^{2n-1}$ is called the equivalence class. We denote the equivalence class to which $y$ belongs to by $[y] := \{ y' \in \mathbb{R}^{2n-1} \mid y \sim y' \}$.  

Recall that the nonnegative polar cone of a closed convex set $C$ at $w \in C$ is given by $(C-w)^+ = \{ v : (c-w)^T v \geq 0, \forall c \in C \}$. We can show that each equivalence class is actually a polyhedron that can be viewed in the $y \in \mathbb{R}^{2n-1}$ space, or equivalently in the $x \in \mathbb{R}^{n^2}$ space. The associated linear equations and inequalities are given explicitly in the next result.

**Lemma 3.2.** Let $\bar{y} \in \mathbb{R}^{2n-1}$ and $\bar{x} = (\hat{x} + A^T \bar{y})_+$. Then the following are equivalent:

1. $y \in [\bar{y}]$

2. 

   $$(A^T y)_i = (\bar{x} - \bar{x})_i \quad \text{if} \quad \bar{x}_i > 0,$$

   $$(A^T y)_j \leq (\bar{x} - \bar{x})_j \quad \text{if} \quad \bar{x}_j = 0.$$
\[ \hat{x} - \hat{x} - A^T y \in (\mathbb{R}^n_+ - \bar{x})^+. \]

**Proof.** A vector \( y \) is contained in \( [\hat{y}] \) if, and only if, \( \hat{x} \) is the optimal solution of the following optimization problem

\[
\hat{x} = \arg\min_x \left\{ \frac{1}{2} \| x - \hat{x} - A^T y \|^2 : x \in \mathbb{R}^n_+ \right\}.
\]  

(3.1)

It follows from the classical Rockafellar-Pshenichnyi optimality condition for (3.1), that \( \hat{x} \) is an optimal solution if, and only if, the gradient of the objective function at \( \hat{x} \) satisfies

\[ \hat{x} - \hat{x} - A^T y \in (\mathbb{R}^n_+ - \bar{x})^+. \]

This yields the third item. The second item follows from the fact that a vector \( v \in (\mathbb{R}^n_+ - \bar{x})^+ \) is equivalent to \( v_i = 0 \) for \( \bar{x}_i > 0 \) and \( v_i \geq 0 \) for \( \bar{x}_i = 0 \). \( \square \)

We now introduce some notation in order to facilitate the discussions about the disconnected case. Let \( y \in \mathbb{R}^{2n-1} \) and \( X = \text{Mat} (\hat{x} + A^T y)_+ \in \mathbb{R}^{n \times n} \). Suppose that \( X \) is disconnected with the following block diagonal structure:

\[ X = \text{Blkdiag}(X^1, \ldots, X^K), \]  

(3.2)

where \( X^i \in \mathbb{R}^{m_i \times n_i} \) is connected for all \( i = 1, \ldots, K \). We write \( y = \begin{pmatrix} c \\ r \end{pmatrix} \in \mathbb{R}^{2n-1} \) correspondingly with the labels

\[ c = \begin{pmatrix} c^1 \\ \vdots \\ c^K \end{pmatrix} \in \mathbb{R}^n, \quad \text{with } c^i \in \mathbb{R}^{n_i}, \quad \text{for } i = 1, \ldots, K, \]

\[ r = \begin{pmatrix} r^1 \\ \vdots \\ r^K \end{pmatrix} \in \mathbb{R}^{n-1}, \quad \text{with } r^i \in \mathbb{R}^{m_i}, \quad \text{for } i = 1, \ldots, K - 1, \text{ and } r^K \in \mathbb{R}^{m_K - 1}. \]

The partition and its relation with \( c^i \) and \( r^i \) can be visualized as

\[ X = \begin{pmatrix} (c^1)^T & \cdots & (c^K)^T \\ \vdots & \ddots & \vdots \\ X^{K,1} & \cdots & X^{1,K} = 0 \end{pmatrix}, \]  

(3.3)

where the off-diagonal blocks \( X^{ij} (i \neq j) \) are zero due to the disconnectedness assumption. Each diagonal block \( X^i \) may be viewed as a smaller doubly stochastic matrix, if it is a square matrix.

This motivates us to define the vectors by pairing \( c^i \) and \( r^i \):

\[ @y^i = \begin{pmatrix} c^i \\ r^i \end{pmatrix} \in \mathbb{R}^{m_i + n_i} \quad \text{for } i = 1, \ldots, K - 1, \]

\[ @y^K = \begin{pmatrix} c^K \\ r^K \end{pmatrix} \in \mathbb{R}^{m_K + n_K - 1}. \]  

(3.4)
We use calligraphic letter $\mathcal{Y}^i$ to distinguish it from the $i$-th iterate $y^i$ in the Newton method (1.8) and Algorithm 3.1.

We note that each diagonal block $X^k$ is completely determined by the vector $\mathcal{Y}^k$, i.e.,

$$X^k_{ij} = \left( \hat{X}^k_{ij} + c^k_j + r^k_i \right) = \left( \hat{X}^k_{ij} + \mathcal{Y}^k_j + \mathcal{Y}^k_{n_k+i} \right).$$

We also note that if two vectors $y$ and $\tilde{y}$ are equivalent, then the corresponding matrices $X = \text{Mat} (\hat{x} + A^T y)$ and $\tilde{X} = \text{Mat} (\hat{x} + A^T \tilde{y})$ admit the same partition (3.3). Therefore, using the equivalence relation defined in Definition 3.1, it is unambiguous to speak of the $(i, j)$-th off-diagonal block $X_{ij}$ or $(i, i)$-th diagonal block $X_i$ when it comes to the same equivalence class.

Given $y \in \mathbb{R}^{2n-1}$, we list the notations to remind readers;

Each $y$ gives rise to

$$\begin{cases}
y = Y_y = \text{Mat} (\hat{x} + A^T y), \\
X = X_y = \text{Mat} (\hat{x} + A^T y), \\
M \in M(y), \\
V(M) = A \text{Diag} (\text{vec}(M)) A^T \in \partial F(y),
\end{cases} \tag{3.5}$$

where we ignore the subscripts when the meaning is clear. We partition the matrices $Y$ and $M$ in the same way as $X$ in (3.3), respectively. Denote by $Y^{ij}$ and $M^{ij}$ the $(i, j)$-th block of $Y$ and $M$, respectively. It is worthwhile to note that the off-diagonal blocks $Y^{ij}$ ($i \neq j$) are always non-positive due to the block-diagonal structure of $X$.

This notation is extended verbatim to any other vectors in $\mathbb{R}^{2n-1}$. For example, if $\tilde{y} \in \mathbb{R}^{2n-1}$, then the symbols $\tilde{Y}$ and $\tilde{Y}^{ij}$ are unambiguously defined just as for $y$ above. In what follows, we will use these notations directly without defining them again.

### 3.1.2 Uniqueness

In this section we present sufficient conditions for the equivalence class to be a singleton. We first note that uniqueness of the optimum $X^*$ means that the solution set of the system (2.5) is an equivalence class.

**Lemma 3.3.** The solution set $\{y \mid F(y) = 0\}$ of the system (2.5) is an equivalence class.

**Proof.** The proof follows by definition, from the fact that the optimum $X^*$ is unique. \qed

Although the optimal solution of the primal problem (1.3) is unique, the solution of the optimality conditions in (1.5) for the dual variable $y$ is a compact, convex, nonempty set, but is not necessarily a singleton set in general. The next result implies that we obtain a unique solution to (1.5) when the unique primal optimal solution to (1.1) is connected.

**Theorem 3.4.** Let $\tilde{y} \in \mathbb{R}^{2n-1}$ be given. If $\text{Mat} (\hat{x} + A^T \tilde{y})_+$ is connected, then the equivalence class $[\tilde{y}]$ is a singleton.

**Proof.** Recall that the equivalence class can be defined by the linear equations and inequalities in Lemma 3.2. Applying the first proof in Lemma 2.3, if $X$ is connected, then the columns of $A$ associated with $x_i > 0$ form a basis of $\mathbb{R}^{2n-1}$. Therefore, the equations in Lemma 3.2 determine a unique solution. This implies that $[\tilde{y}]$ is a singleton.
We also provide an elementary proof below for the sake of self-containment. Assume $X$ is connected, and let $y = \begin{pmatrix} c \\ r \end{pmatrix} \in \mathbb{R}^{2n-1}$ be an element in $[\tilde{y}]$. The entry $y_i$ is said to be unique, if $\{y_i \mid y \in [\tilde{y}]\}$ has exactly one element. The subsets $R, C \subseteq \{1, \ldots, n\}$ are called unique, if the entries $r_i$ for $i \in R \setminus \{n\}$ and the entries $c_j$ for $j \in C$ are unique. We show that there exist unique subsets $R, C \subset \{1, \ldots, n\}$ and they can be extended so that $R = C = \{1, \ldots, n\}$.

1. The existence: Let $R = \{n\}$ and $C \subseteq \{1, \ldots, n\}$ be such that $j \in C$ if, and only if, $X_{n,j} > 0$. Since $X$ is connected, $C$ cannot be an empty set. As $X_{n,j} > 0$ for every $j \in C$, we have $\{X_{i,j} + r_i + c_j \mid i \in R \setminus \{n\}, j \in C\}$ has exactly one element. The entries $r_i$ for $i \in R \setminus \{n\}$ and the entries $c_j$ for $j \in C$ are unique. This shows that the subsets $R$ and $C$ are unique.

2. The extension: Let the subsets $R, C \subseteq \{1, \ldots, n\}$ be unique. Since $X$ is connected, there exists at least one non-zero entry in $X_{R,C}$ or $X_{R,C}$, see the paragraph after (2.2). Assume that $X_{R,C}$ contains a non-zero entry. Let $i \in R$ be the row index associated with this non-zero entry. Then $X_{i,j} > 0$ for some $j \in C$, and this yields $X_{ij} = (\hat{X}_{ij} + r_i + c_j)_+ = \hat{X}_{ij} + r_i + c_j$. As $C$ is unique, $c_j$ is unique as $j \in C$, and thus $r_i$ is also unique. It follows that the subsets $R_+ = R \cup \{i\}$ and $C_+ = C$ are unique. The case when $X_{R,C}$ contains some non-zero entries is similar.

Therefore, $R = C = \{1, \ldots, n\}$ are unique, and this shows that $[\tilde{y}]$ has a unique solution.

Note that Theorem 3.4 does not assume that $X$ is a doubly stochastic matrix. The uniqueness of the solution to the system (1.5) follows directly from Theorem 3.4 as a special case when $X$ is a doubly stochastic matrix.

Corollary 3.5. If the optimal solution $X^*$ of (1.3) is connected, then the solution $y^*$ to the system (1.5) is unique.

Remark 3.6. The converse direction in Theorem 3.4 doesn’t hold. Assume that $X$ and $\hat{X}$ are both 2 by 2 identity matrices. Then $[\tilde{y}]$ contains vectors satisfying the system

$$\begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \\ 1 \end{bmatrix} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \\ 1 \end{pmatrix} + \begin{pmatrix} 1 \\ 0 \\ 1 \\ 0 \\ 1 \end{pmatrix} y + \begin{pmatrix} 1 \\ 0 \\ 1 \\ 0 \\ 1 \end{pmatrix}$$

with variable $y \in \mathbb{R}^3$.

This system can be written equivalently as

$$y_1 + y_3 = 0,$$
$$y_1 \leq 0,$$
$$y_2 + y_3 \leq 0,$$
$$y_2 = 0.$$

We can easily derive that $y_1 = y_2 = y_3 = 0$. Thus, there is a unique solution $y$ to the system even $X$ is disconnected.
3.1.3 Polyhedron Description

The polyhedron characterization in Lemma 3.2 does not exploit the structures in \( A \). In this section, we provide a different characterization using the blocks in a disconnected \( X \). This alternative characterization enables us to find a vertex of \([y]\) efficiently and prove the convergence of our algorithm.

Consider the vectors \( c^k \) and \( r^k \) associated with the \( k \)-th diagonal block \( X^k, k = 1, \ldots, K \). If we add a constant to \( c^k \) and subtract the same constant from \( r^k \), then the diagonal block \( X^k \) remains the same. We define a matrix \( U \) associated with this operation as follows. Let \( R_k \) and \( C_k \) be the row and column indices corresponding to the \( k \)-th diagonal block of \( X \), respectively. Define the matrix

\[
U = \begin{bmatrix} u^1 & \cdots & u^K \end{bmatrix} \in \mathbb{R}^{2n-1 \times K},
\]

where the non-zero elements in each column \( u^k \in \mathbb{R}^{2n-1} \) is given by

\[
\begin{align*}
    u^k_i &= -1 & &\text{for } i \in C_k, \\
    u^k_{n+i} &= 1 & &\text{for } i \in R_k.
\end{align*}
\]

It is clear that the aforementioned operation can be described by \( y + \lambda_k u^k \), for some \( \lambda_k \in \mathbb{R} \).

In Lemma 3.7 below, we show that equivalent vectors in \([y]\) are in the span of the first \( K-1 \) columns of the matrix \( U \).

**Lemma 3.7.** If \( y \sim \tilde{y} \), then \( \tilde{y} - y \in \operatorname{range}([u^1 \cdots u^{K-1}]) \), the span of the first \( K-1 \) columns of \( U \).

**Proof.** The statement in Theorem 3.4 can be extended trivially to non-square matrices. Note that each diagonal block \( X^k \) is connected. If we fix an element in \( r^k \in \mathbb{R}^{m_k} \), say the last entry \( r^k_{m_k} \), then we can use the same argument in Theorem 3.4 to see that all other entries in \( \mathcal{Y}^k = (c^k \ r^k) \) are uniquely determined. From this, we can deduce that \( c^k = \tilde{c}^k + \lambda_k e \) and \( r^k = \tilde{r}^k - \lambda_k e \) for some constant \( \lambda_k \) for every \( k = 1, \ldots, K-1 \).

Since the last block \( X^K \) is connected, we can apply Theorem 3.4 to \( X^K \). This shows that \( \mathcal{Y}^K = \mathcal{Y}^{K-1} \) and thus \( \lambda_K = 0 \). Putting together, this implies that \( \tilde{y} = y + U \lambda \) for some \( \lambda \in \mathbb{R}^K \) with \( \lambda_K = 0 \) using the definition of \( U \).

The following result is a direct consequence of Lemma 3.7. It states that the associated diagonal blocks of \( Y \) and \( \tilde{Y} \) remain the same for the equivalent vectors \( y, \tilde{y} \).

**Corollary 3.8.** If \( y \sim \tilde{y} \), then \( \mathcal{Y}^k = \mathcal{Y}^{k-1} \) and \( Y^k = \tilde{Y}^k \) for \( k = 1, \ldots, K \).

We now show that every equivalence class has a polyhedral representation via \( U \).

**Theorem 3.9.** Let \( \tilde{y} \in \mathbb{R}^{2n-1} \). The equivalence class \([\tilde{y}]\) is a polyhedron given by

\[
[\tilde{y}] = \{ y \in \mathbb{R}^{2n-1} \mid y = \tilde{y} + U \lambda \text{ for some } \lambda \in \mathbb{R}^K, \lambda_K = 0 \text{ and } Y^{ij} \leq 0 \text{ for } i \neq j \},
\]

where \( Y^{ij} \) is the \((i, j)\)-th block of \( Y = \operatorname{Mat}(\hat{x} + A^Ty) \) with respect to the partition associated with \( \tilde{y} \) as defined in (3.2).

\footnote{The redundant variable \( \lambda_k \) in (3.8) is included to simplify the proof in Lemma 3.16.}
Proof. Let $y$ be a vector on the right hand side set from (3.8). By the definition of $U$, the matrices $X$ and $\hat{X}$ have the same diagonal blocks. Since $X = (Y)_+$ and the off-diagonal blocks $Y^{ij} \leq 0$ are non-positive, the off-diagonal blocks $X^{ij} = (Y^{ij})_+ = 0$. This shows that $X = \hat{X}$ and thus $y \in [\hat{y}]$.

Conversely, for any vector $y \in [\hat{y}]$, we have $y = \hat{y} + U \lambda$ and $\lambda_K = 0$ by Lemma 3.7. Since $y \in [\hat{y}]$, we must have $Y^{ij} \leq 0$ for $i \neq j$. Therefore, $y$ is contained in the set on the right-hand-side. \qed

### 3.1.4 Vertices

For any equivalence class $[\hat{y}]$, we aim to find a vector $y \in [\hat{y}]$ so that $\partial F(y)$ contains at least one nonsingular matrix. For $y \in \mathbb{R}^{2n-1}$, the matrix $M \in M(y)$ is said to be maximal, if

$$\hat{x} + A^T y_{ij} \geq 0 \implies M_{ij} = 1. \tag{3.9}$$

For a maximal $M'$, it is easy to see that $M' \geq M$ and thus $\mathcal{V}(M') \supseteq \mathcal{V}(M)$ for every $M \in M(y)$. Therefore, if $\partial F(y)$ contains a nonsingular matrix, then $\mathcal{V}(M')$ must be nonsingular. In this case, we also call the matrices $\mathcal{V}(M') \in \partial F(y)$ maximal.

It turns out that the generalized Jacobian at any vertex of the polyhedron $[\hat{y}]$ contains at least one nonsingular matrix.

**Theorem 3.10.** Let $\hat{y} \in \mathbb{R}^{2n-1}$ be given, $y \in [\hat{y}]$, and let $M$ be maximal for $y$. The vector $y$ is a vertex of the polyhedron $[\hat{y}]$ if, and only if, $M$ is connected.

**Proof.** Assume $M$ is disconnected. Without loss of generality, we can write

$$M = \begin{bmatrix} M^1 & 0 \\ 0 & M^2 \end{bmatrix} \quad \text{and} \quad Y = \begin{bmatrix} Y^1 & Y^{12} \\ Y^{21} & Y^2 \end{bmatrix}.$$  

It holds that $Y^{12} < 0$ and $Y^{21} < 0$ by the maximality of $M$. Thus, there exists an $\epsilon > 0$ such that the vectors $y' = y + \epsilon u^1$ and $y'' = y - \epsilon u^1$ are in $[\hat{y}]$, where the vector $u^1$ is defined as in (3.7). But then $y = \frac{1}{2} y' + \frac{1}{2} y''$ and thus $y$ is not a vertex.

Conversely, assume that $M$ is connected. If $X$ is connected, then Corollary 3.5 implies that the polyhedron $[\hat{y}] = y$ and thus $y$ is an extreme point. Therefore, we assume that $X$ is disconnected and consider its partition as given in (3.3). Suppose for the sake of contradiction that $y \in [\hat{y}]$ is not an extreme point. Then there exist a scalar $\alpha \in (0, 1)$ and vectors $y', y'' \in [\hat{y}]$ both different from $y$ such that $y = \alpha y' + (1 - \alpha) y''$. Then, $Y = \alpha Y' + (1 - \alpha) Y''$. Note that the diagonal blocks of $Y, Y'$ and $Y''$ are the same, see Corollary 3.8.

Since $M$ is connected, one of the off-diagonal blocks $M^{i,K}, M^{K,i}$ for $i = 1, \ldots, K - 1$ must contain a positive entry. By the maximality of $M$, we have that $M^{ij} > 0$ if, and only if, $Y^{ij} \geq 0$. This implies that one of the off-diagonal blocks $Y^{i,K}, Y^{K,i}$ for $i = 1, \ldots, K - 1$ must contain a nonnegative entry, say the $(i, j)$-th entry $Y_{ij}^{K-1,K}$ of the $(K - 1, K)$-th block. In addition, as $X$ is disconnected and $X = (Y)_+$, the off-diagonal blocks $Y^{i,K}, Y^{K,i}$ for $i = 1, \ldots, K - 1$ must be non-positive. Putting together, the entry $Y_{ij}^{K-1,K}$ must be zero.

Similarly, we have that $(Y')^{K-1,K} \leq 0$ and $(Y'')^{K-1,K} \leq 0$, and therefore, the equation

$$0 = Y_{ij}^{K-1,K} = \alpha(Y')_{ij}^{K-1,K} + (1 - \alpha)(Y'')_{ij}^{K-1,K}$$

implies that $(Y')_{ij}^{K-1,K} = (Y'')_{ij}^{K-1,K} = 0$. Therefore, it holds that (see (2.4) and (3.5))

$$0 = (Y')_{ij}^{K-1,K} = \hat{X}_{ij}^{K-1,K} + (r')_{ij}^{K-1,K},$$

$$0 = (Y'')_{ij}^{K-1,K} = \hat{X}_{ij}^{K-1,K} + (r'')_{ij}^{K-1,K}.$$
From Corollary 3.8, we know that \((\mathcal{Y}')^K = (\mathcal{Y}'')^K\) and thus \((\mathcal{c}')^K = (\mathcal{c}'')^K\). This implies that \((\mathcal{r}')_{i}^{K-1} = (\mathcal{r}'')_{i}^{K-1}\). It then follows from Theorem 3.9 that \((\mathcal{Y}')^{K-1} = (\mathcal{Y}'')^{K-1}\). This argument can be repeated for all the remaining diagonal blocks until we get \(y = y' = y''\). This yields contradiction, and thus \(y\) is an extreme point. 

\[\text{Lemma 3.12.}\]

It follows from Lemma 2.3 and Theorem 3.10 that \(\partial F(y)\) contains a nonsingular matrix whenever \(y\) is a vertex of the polyhedron \([\hat{y}]\). More precisely, the maximal \(\mathcal{V}(M)\) is nonsingular when \(y\) is a vertex. This result is stated in the next corollary.

\[\text{Corollary 3.11.}\]

If \(y\) is a vertex of the polyhedron \([\hat{y}]\), then \(\partial F(y)\) contains at least one nonsingular matrix. In particular, the maximal matrix \(V \in \partial F(y)\) is nonsingular.

The rest of this section provides a method for finding a vertex efficiently. We start with the existence of a vertex for any polyhedron \([y]\).

\[\text{Lemma 3.12.}\]

Let \(y \in \mathbb{R}^{2n-1}\). The polyhedron \([y] \subset \mathbb{R}^{2n-1}\) contains at least one vertex.

**Proof.** A polyhedron contains a line if there exists a vector \(y \in \mathbb{R}^{2n-1}\) and a non-zero direction \(d \in \mathbb{R}^{2n-1}\) such that \(y + \alpha d\) is contained in the polyhedron for all scalars \(\alpha\). It is well known that a polyhedron has at least one vertex if, and only if, it does not contain a line.

If \(X\) is connected, then the polyhedron \([y]\) contains only one vector \(y\) which is a vertex by Corollary 3.5. Suppose that \(X\) is disconnected. Assume, without loss of generality, that we can write \(X\) and \(Y\) as

\[X = \begin{bmatrix} X^1 & 0 \\ 0 & X^2 \end{bmatrix} \quad \text{and} \quad Y = \begin{bmatrix} Y^1 & Y^{12} \\ Y^{21} & Y^2 \end{bmatrix},\]

where the diagonal block \(X^2\) are connected. Here, the block \(X^1\) does not have to be connected.

Let \(\tilde{y} := y + \alpha d\) for some \(d\) and define

\[D := \text{Mat}(ATd) = \begin{bmatrix} D^{11} & D^{12} \\ D^{21} & D^{22} \end{bmatrix} \]

It follows from Corollary 3.8 that the entries in \(y\) and \(\tilde{y}\) associated with the last connected block are the same, i.e., \(\mathcal{Y}^2 = \mathcal{Y}'^2\). Thus, the entries in \(d\) associated with \(D^2\) must be zero. From this, we can see that if the direction \(d\) is non-zero, then there exists at least one non-zero element in \(D^{12}\) or \(D^{21}\).

If \(y \sim \tilde{y}\), then applying Corollary 3.8 again yields \(Y_2 = \tilde{Y}_2\) and this implies that

\[\tilde{Y} = \begin{bmatrix} \tilde{Y}^1 & \tilde{Y}^{12} \\ \tilde{Y}^{21} & \tilde{Y}^2 \end{bmatrix} = \begin{bmatrix} Y^1 + \alpha D^{11} & Y^{12} + \alpha D^{12} \\ Y^{21} + \alpha D^{21} & Y^2 \end{bmatrix} \]

In both cases, at least one of the entries in the off-diagonal blocks \(\tilde{Y}^{12}\) or \(\tilde{Y}^{21}\) becomes positive for sufficiently large or small \(\alpha\). This shows that \(\tilde{y}\) is not equivalent to \(y\) for all \(\alpha\). Thus \([y]\) doesn’t contain a line, and it has at least one vertex.

\[\text{Remark 3.13.}\]

In Lemma 3.12, if we assume additionally that \(X = \text{Mat}(\hat{x} + ATy)\) does not contain any zero rows or columns, then \([y]\) is even bounded and thus a polytope. We prove this by contradiction. Assume that \([y]\) is not bounded. Then there exists a non-zero direction \(d \in \mathbb{R}^{2n-1}\) such that \(y + \alpha d \in [y]\) for all \(\alpha \geq 0\). By Theorem 3.9, we have that \(d = U\lambda\) for some non-zero
\[ \lambda \in \mathbb{R}^{K} \text{ with } \lambda_K = 0. \] Thus, \( \tilde{y} := y + \alpha U \lambda \in [y] \) for all \( \alpha \geq 0. \) The \((i,j)\)-th off-diagonal blocks of \( Y \) and \( \tilde{Y} \) satisfy
\[ \tilde{Y}_{i,j} = Y_{i,j} + (\lambda_i - \lambda_j)J, \]
where \( J \) is all-ones matrix of appropriate size. As \( \lambda_K = 0 \) and \( \lambda \neq 0, \) there exists an index \( i \in \{1, \ldots, n-1\} \) such that \( \lambda_i - \lambda_K > 0 \) or \( \lambda_K - \lambda_i > 0. \) This implies that the blocks \( \tilde{Y}_{i,K} \) or \( \tilde{Y}_{K,i} \) contain a positive entry for sufficiently large \( \alpha. \) But then \( y \) and \( \tilde{y} \) are equivalent. This is a contradiction. Therefore, \([y]\) is always bounded.

Finally, the problem (1.3) satisfies Mangasarian-Fromovitz constraint qualification and this implies the set of dual optimal solutions is bounded. This yields an alternative derivation that the optimal set \([y^*]\) is bounded.

We can find a vertex of the polyhedron \([\tilde{y}]\) as follows. In Theorem 3.9, \([\tilde{y}]\) is expressed as the projection of a higher dimensional polyhedron in variables \( y \in \mathbb{R}^{2n-1} \) and \( \lambda \in \mathbb{R}^{K-1}. \) Through the Fourier–Motzkin elimination, we can describe the polyhedron \([\tilde{y}]\) solely using variables \( y \in \mathbb{R}^{2n-1}. \) Then a vertex of \([\tilde{y}]\) can be obtained via solving a particular linear program. This procedure, however, is very expensive. In what follows, we provide an efficient combinatorial method for finding a vertex of \([\tilde{y}]\).

**Lemma 3.14.** Let \( y \in \mathbb{R}^{2n-1}. \) Let \( X \) be disconnected and
\[
X = \begin{bmatrix} X^{R,C} & 0 \\ 0 & X^{R,C} \end{bmatrix} \quad \text{and} \quad Y = \begin{bmatrix} Y^{R,C} & Y^{R,\bar{C}} \\ Y^{R,C} & Y^{R,\bar{C}} \end{bmatrix},
\]
for some subsets \( R, C \) as in (2.2). Let \( \bar{y} := y + tu^1 \) for some \( t \in \mathbb{R}, \) where \( u^1 \) is defined as in (3.7) for the partition above. Then
\[
y \sim \bar{y} \iff \max_{i,j} Y_{i,j}^{R,C} \leq t \leq -\max_{i,j} Y_{i,j}^{R,\bar{C}}. \tag{3.10} \]

**Proof.** The scalar \( t \) is well-defined, as \( Y^{R,C} \) and \( Y^{R,\bar{C}} \) are non-positive. Then the matrix \( \tilde{Y} \) can be written as
\[
\tilde{Y} = \begin{bmatrix} Y^{R,C} & Y^{R,\bar{C}} + tJ \\ Y^{R,C} - tJ & Y^{R,\bar{C}} \end{bmatrix}, \tag{3.11}
\]
where \( J \) is the all-ones matrix of appropriate sizes. We see that \( y \sim \bar{y} \) if, and only if, \( Y^{R,C} + tJ \leq 0 \) and \( Y^{R,\bar{C}} - tJ \leq 0. \) The latter is equivalent to the inequalities in (3.10).

For any vector \( y, \) we can find a vertex of \([y]\) efficiently.

**Theorem 3.15.** For any vector \( y \in \mathbb{R}^{2n-1}, \) there is a polynomial-time algorithm for finding a vertex of the polyhedron \([y].\)

**Proof.** Let \( X, Y \) and the maximal matrix \( M \) defined as in (3.5) and (3.9) associated with \( y. \) Denote by \( M^{i,j} \) the \((i,j)\)-th block of \( M \) \((i,j = 1, \ldots, K)\) corresponding to the partition of \( X \) in (3.2). If \( y \) is not a vertex, then \( M \) is disconnected. Thus, there exists a subset \( B \subseteq \{1, \ldots, K\} \) such that \( K \in B, \)
\[
Y^{R,C} < 0 \text{ and } Y^{R,\bar{C}} < 0,
\]
\[ (\text{yeq}) \]
where $R$ and $C$ be the collection of row and column indices of $Y$ associated with the blocks in $B$. For example, if $B = \{K\}$, then

$$Y^{R,\bar{C}} = \begin{bmatrix} Y^{1,K} \\ \vdots \\ Y^{K-1,K} \end{bmatrix} < 0 \text{ and } Y^{\bar{R},C} = [Y^{K,1} \ldots Y^{K,K-1}] < 0.$$  

This means we can find a constant $t \neq 0$ such that $\max Y^{\bar{R},C} \leq t \leq - \max Y^{R,\bar{C}}$ as in (3.10). Let $\tilde{y} = y + tw$, where $w \in \mathbb{R}^{2n-1}$ is defined as

$$w_i = -1 \text{ for } i \in C, \quad w_{n+i} = 1 \text{ for } i \in R.$$  

(3.12)

By Lemma 3.14, we have $\tilde{y} \sim y$. Recall that $\bar{Y}$ has the form (3.11). In particular, we distinguish the following two cases depending on $t$:

1. If we take $t = - \max Y^{R,\bar{C}} > 0$, then $Y^{R,\bar{C}} + tJ$ contains at least one zero entry.

2. Similarly, if $t = \max Y^{\bar{R},C} < 0$, then $Y^{\bar{R},C} - tJ$ contains at least one zero entry.

Let $\tilde{M}$ be the maximal matrix defined similarly for $\tilde{y}$. In either case, the number of non-zero elements in $\tilde{M}$ is strictly less than these in $M$. As $y \sim \tilde{y}$, we can repeat this procedure until $M$ is connected.

#### 3.2 The Algorithm and its Local Convergence

For any vector $y \in \mathbb{R}^{2n-1}$, we can find a vertex $\tilde{y}$ of the polyhedron $[y]$ using Theorem 3.15. It follows from Corollary 3.11 that the maximal matrix $\tilde{V} \in \partial F(\tilde{y})$ is nonsingular. Thus we can generate well-defined iterates when maximal $\tilde{V} \in \partial F(\tilde{y})$ is used at each iteration. We achieve this by developing a variant of the Semi-smooth Newton method.

**Algorithm 3.1** A Modified Semi-smooth Newton Method

1: **Require:** $y^0$ initial point, tol tolerance
2: **while** $\| F(y^k) \| > tol$ **do**
3: Find a vertex $\tilde{y}^k$ of $[y^k]$ using Theorem 3.15
4: Compute the maximal $\tilde{V}_k \in \partial F(\tilde{y}^k)$
5: Update $y^{k+1} = \tilde{y}^k - \tilde{V}_k^{-1} F(\tilde{y}^k)$
6: **end while**

We now prove Q-quadratic local convergence of the modified Newton method. Recall that the distance between a vector $y \in \mathbb{R}^{2n-1}$ to a subset $S \subseteq \mathbb{R}^{2n-1}$ is

$$\text{dist}(y, S) := \inf_{s \in S} \| y - s \|. \quad (3.14)$$

Similarly, we denote the nearest point distance between two subsets $S, T \subset \mathbb{R}^{2n-1}$ as

$$\text{dist}(S, T) := \inf_{s \in S, t \in T} \| s - t \|. \quad (3.15)$$
The main idea behind the proof is that if an equivalence class \([y]\) is sufficiently close to the optimal set \([y^*]\) in the sense of (3.15), then every element in \([y]\) is also close to \([y^*]\) in the sense of (3.14); and this further implies that each vertex in \([y]\) is also close to one of the vertices in \([y^*]\).

For any polyhedron \([y]\), we denote by \(\text{ext}[y]\) the set of vertices of \([y]\).

**Lemma 3.16.** Suppose that \(F(y^*) = 0\). Then there exist \(\epsilon > 0\) and \(\kappa > 0\) such that for any \(y \in \mathbb{R}^{2n-1}\) with \(\text{dist}(y, [y^*]) < \epsilon\) we have:

1. \(\text{dist}(\tilde{y}, [y^*]) < \kappa \cdot \epsilon\) for every \(\tilde{y} \in [y]\).
2. \(\text{dist}(\bar{y}, \text{ext}[y^*]) < \kappa \cdot \epsilon\) for every \(\bar{y} \in \text{ext}[y]\).

**Proof.** Let \(y \in \mathbb{R}^{2n-1}\). Without loss of generality, we assume that \(y^*\) satisfies \(\|y - y^*\| = \text{dist}(y, [y^*]) < \epsilon\). It follows from Lemma 4.1 that if \(\epsilon > 0\) is sufficiently small, then

\[ X^*_i > 0 \implies X_{ij} > 0. \tag{3.16} \]

Let \(X\) and \(X^*\) be partitioned as in (3.2),

\[
X = \text{Blkdiag} \begin{pmatrix} X_1^1, \ldots, X^K \end{pmatrix}, \quad X^* = \text{Blkdiag} \begin{pmatrix} (X^j)^1, \ldots, (X^j)^K \end{pmatrix}, \tag{3.17} \]

where \(K\) and \(K^*\) are the number of blocks in \(X\) and \(X^*\), respectively. It follows from (3.16) that \(K \leq K^*\), and moreover, we can view each block \((X^j)^k\) as a unique sub-block of \(X^{k,l}\) for some \(k, l = 1, \ldots, K\). As an example, assume we have the following partition for \(X\) and \(X^*\) into \(K = 2\) and \(K^* = 3\) blocks, respectively,

\[
X = \begin{bmatrix}
X_{1,1} & X_{1,2} & X_{1,3} & 0 & 0 \\
X_{2,1} & X_{2,2} & X_{2,3} & 0 & 0 \\
X_{3,1} & X_{3,2} & X_{3,3} & 0 & 0 \\
0 & 0 & 0 & X_{4,4} & X_{4,5} \\
0 & 0 & 0 & X_{5,4} & X_{5,5}
\end{bmatrix}, \quad X^* = \begin{bmatrix}
X_{1,1} & X_{1,2} & 0 & 0 & 0 \\
X^*_1 & X^*_2 & 0 & 0 & 0 \\
0 & 0 & X_{3,3} & 0 & 0 \\
0 & 0 & 0 & X_{4,4} & X_{4,5} \\
0 & 0 & 0 & X_{5,4} & X_{5,5}
\end{bmatrix}.
\]

Then the top-left block \((X^*)^1 \in \mathbb{R}^{2 \times 2}\) and the mid block \((X^*)^2 \in \mathbb{R}^1\) of \(X^*\) on the right hand side are both sub-blocks of \(X^1 \in \mathbb{R}^{3 \times 3}\) of \(X\) on the left hand side.

For convenience, we define a zero-one matrix \(P \in \{0, 1\}^{K \times K}\) such that \(P_{ij} = 1\) if, and only if, \((X^j)^i\) is a sub-block of \(X^j\). For instance, the matrix \(P\) in the previous example is given by

\[
P = \begin{bmatrix} 1 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} \in \mathbb{R}^{3 \times 2}.
\]

Denote by \(p_i \in \mathbb{R}^K\) the \(i\)-th row of \(P\). Note that \(p_i = p_j\) if, and only if, the diagonal blocks \((X^j)^i\) and \((X^j)^j\) are the sub-blocks of the same diagonal block in \(X\). We also define the matrices \(U\) and \(U^*\) as in (3.6) for \(X\) and \(X^*\), respectively.

From Theorem 3.9, we know that if \(\tilde{y} \in [y]\), then \(\tilde{y} = y + U\tilde{\lambda}\) for some \(\tilde{\lambda} \in \mathbb{R}^K\) with \(\tilde{\lambda}_K = 0\). Define \(y' := y + U\tilde{\lambda}\). By construction, the distance between \(\tilde{y}\) and \(y'\) is small as

\[
\|\tilde{y} - y'\| = \|y + U\tilde{\lambda} - y - U\tilde{\lambda}\| = \|y - y^*\| < \epsilon. \tag{3.18} \]
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We will show that \( \text{dist}(y', [y^*]) \) is also sufficiently small. The key idea is that \( y' \) only slightly violates the set of constraints defining the polyhedron \([y^*]\) in Theorem 3.9. From this, we can establish an upper bound for \( \text{dist}(y', [y^*]) \) using Hoffman’s error bound [29]. Together with (3.18), the first inequality in the statement follows immediately.

Let \( \lambda^* = P\tilde{\lambda} \in \mathbb{R}^{K^*} \). Since the last diagonal block \((X^*)^{K^*}\) of \(X^*\) must be a sub-block of \(X^K\) and \( \lambda_K = 0 \), we have the equality

\[
\lambda_K^* = 0. \tag{3.19} \]

One can easily verify that \( U = U^*P \) and thus \( U\tilde{\lambda} = U^*\lambda^* \). This means we can write

\[
y' := y^* + U\tilde{\lambda} = y^* + U^*\lambda^*. \tag{3.20} \]

From Theorem 3.9, the equivalence class \([y^*]\) can be defined as

\[
[y^*] = \left\{ y^* + U^*\lambda \in \mathbb{R}^{2n-1} \mid \lambda \in \mathbb{R}^{K^*}, \lambda_K = 0 \text{ for } i \neq j \right\}, \tag{3.21} \]

where \((Y^*)^{ij}\) is the \((i,j)\)-th block of \(Y^* = \text{Mat}(\tilde{x} + A^Ty^*)\) with respect to the partition of \(X^*\) in (3.17). From (3.19) and (3.20), it is clear that \( y' \) satisfies the equality constraints in (3.21).

As to the inequality constraints, we partition \(Y'\) in the same way as \(X^*\). Each block \((Y')^{ij}\) can also be viewed as a sub-block of \(X^{k,l}\) for some \(k, l = 1, \ldots, K\). We distinguish the following two cases based on the off-diagonal blocks in \(Y'\).

(a) If \((Y')^{ij}\) \((i \neq j)\) is a sub-block of a diagonal block \(X^k\), then the diagonal blocks \((Y')^i\) and \((Y')^j\) are also sub-blocks of \(X^k\). As \(\lambda^* = P\tilde{\lambda}\), this means \(\lambda^*_i = \lambda^*_j = \tilde{\lambda}_k\). Since \(y' = y^* + U\tilde{\lambda} = U^*\lambda^*\), we obtain that \((Y')^{ij} = (Y^*)^{ij} \leq 0\).

(b) If \((Y')^{ij}\) is a sub-block of an off-diagonal block \(Y^{k,l}\), then the constraint \((Y')^{ij} \leq 0\) may not be satisfied. As \(\|\tilde{y} - y'\| < \epsilon\) from (3.18), it holds that

\[
\|\tilde{Y} - Y'\| = \|\tilde{x} + A^T\tilde{y} - \tilde{x} - A^Ty'\| = \|A^T(\tilde{y} - y')\| < \|A\|\epsilon.
\]

In addition, \(\tilde{y} \in [y]\) implies that \(\tilde{Y}^{k,l} \leq 0\), see Theorem 3.9. This means the largest nonnegative entry in \((Y')^{ij}\) is at most \(\|A\|\epsilon\).

This shows that \(y'\) violates the constraints in \([y^*]\) only up to a scalar multiplication of \(\epsilon\). The Hoffman’s error bound implies that \(\text{dist}(y', [y^*]) < c \cdot \epsilon\) for some universal constant \(c\) which depends only on the matrix \(A\) and the polyhedron \([y^*]\).

We can establish the first inequality now. Let \(v \in [y^*]\) such that \(\|y' - v\| = \text{dist}(y', [y^*]) < \epsilon\). For any \(\tilde{y} \in [y]\), we have that

\[
\text{dist}(\tilde{y}, [y^*]) \leq \|\tilde{y} - v\| \\
\leq \|\tilde{y} - y'\| + \|v - y'\| \\
= \|\tilde{y} - y'\| + \text{dist}(y', [y^*]) \\
< c_1\epsilon,
\]

where \(c_1 = c + 1\).
2. For any $\tilde{y} \in \text{ext}[y]$, we know from the first part that $\text{dist}(\tilde{y}, [y^*]) < c_1 \cdot \epsilon$ for some universal constant $c_1$. Without loss of generality, we assume that $y^*$ satisfies $\|\tilde{y} - y^*\| = \text{dist}(\tilde{y}, [y^*])$.

If $y^* \in \text{ext}[y^*]$, then $\text{dist}(\tilde{y}, \text{ext}[y^*]) < c_1 \cdot \epsilon$. Thus, we assume that $y^* \notin \text{ext}[y^*]$.

We transform $y^*$ into a vertex $\tilde{y}^* \in \text{ext}[y^*]$ using the procedure in the proof of Theorem 3.15. The obtained vertex $\tilde{y}^*$ depends on the choice in (3.13). This yields a sequence $\lambda_1^*$ such that $\tilde{y}^* = y^* + \sum_{i=1}^m \lambda_i^* w_i$, where $w_i$ is defined as in (3.13) and $m$ is the number of iterations. Note that $m \leq K^* - 1$. In what follows, we show that it is possible to pick a sufficiently small $\lambda_1^*$ at each iteration.

In the first iteration, we identify subsets $R$ and $C$ such that $(Y^*)^{R,C} < 0$ and $(Y^*)^{R,C} < 0$. Then we choose either $\lambda_1^* = \max(Y^*)^{R,C}$ or $\lambda_1^* = -\max(Y^*)^{R,C}$. As $\|\tilde{y} - y^*\| = \text{dist}(\tilde{y}, [y^*]) < c_1 \cdot \epsilon$, it holds that

$$\|\tilde{Y} - Y^*\| = \|A^T(\tilde{y} - y^*)\| < c_1 \|A\| \epsilon = \epsilon_1,$$

where we set $\epsilon_1 := c_1 \|A\| \epsilon$. Therefore, we obtain that

$$\|\tilde{Y}^{R,C} - (Y^*)^{R,C}\| < \epsilon_1 \text{ and } \|\tilde{Y}^{R,C} - (Y^*)^{R,C}\| < \epsilon_1. \quad (3.23)$$

Since $\tilde{y} \in \text{ext}[y]$ is a vertex, the associated maximal matrix $\tilde{M}$ is connected by Theorem 3.10, see the definition of maximality in (3.9). This implies that

$$\max \tilde{Y}^{R,C} \geq 0 \text{ or } \max \tilde{Y}^{R,C} \geq 0, \quad (3.24)$$

as otherwise $\tilde{M}$ is disconnected. Using (3.23) and (3.24), we conclude that

$$\max(Y^*)^{R,C} > -\epsilon_1 \text{ or } \max(Y^*)^{R,C} > -\epsilon_1.$$

We choose $\lambda_1^*$ as follows.

(a) If $\max(Y^*)^{R,C} > -\epsilon_1$, then $\lambda_1^* = \max(Y^*)^{R,C}$.
(b) If $\max(Y^*)^{R,C} > -\epsilon_1$, then $\lambda_1^* = -\max(Y^*)^{R,C}$.

As $\lambda_1^* < 0$, we have that $|\lambda_1^*| < \epsilon_1$ in both cases. In the second iteration, we apply the same procedure to $y^* + \lambda_1^* w_1$. The same argument above can be used, except that $\epsilon_1$ is replaced by $2\epsilon_1$, to show that that $|\lambda_2^*| < 2\epsilon_1$. Proceeding in this way, we conclude that $|\lambda_k^*| < 2^k \epsilon$ for $k = 1, \ldots, m$.

These upper bounds for $\lambda_1^*, \ldots, \lambda_m^*$ imply that

$$\|\tilde{y} - \tilde{y}^*\| = \| (\tilde{y} - y^*) - \sum_{k=1}^m \lambda_k^* w_k \|$$

$\leq \|\tilde{y} - y^*\| + \| \sum_{k=1}^m \lambda_k^* w_k \|$

$\leq c_1 \cdot \epsilon + \sum_{k=1}^m |\lambda_k^*| \cdot \|w_k\|$

$\leq c_1 \cdot \epsilon + (\max_k \|w_k\|)(\sum_{k=1}^m 2^k)\epsilon_1$

$< c_2 \cdot \epsilon,$

for some constant $c_2$ depending on $m$. As $\tilde{y}^* \in \text{ext}[y^*]$, we have that $\text{dist}(\tilde{y}, \text{ext}[y^*]) \leq \|\tilde{y} - \tilde{y}^*\| < c_2 \cdot \epsilon$.

Finally, we take $\kappa = \max\{c_1, c_2\}$ and this finishes the proof.

We provide the convergence of the modified Newton method.
**Theorem 3.17.** Let the current iterate $y^k$ be sufficiently close to the (compact, convex) solution set $[y^*]$. Then the modified Newton method converges, and at a $Q$-quadratic rate, to a point in $[y^*]$. 

**Proof.** For any $y \in \mathbb{R}^{2n-1}$, if $M \in \mathcal{M}(y)$ is maximal in (2.6), then $M$ is an $n$ by $n$ zero-one matrix, see also (3.9). This means that there are at most $2^n$ different maximal matrix in $\mathcal{M}(y)$. If $\mathcal{M}$ is the collection of different maximal matrices in $\partial F(y)$, i.e., 

$$\mathcal{M} := \{ M | M \in \mathcal{M}(y) \text{ is maximal} \},$$

then $|\mathcal{V}|$ is finite. Therefore, there exists a constant $\beta$ such that $\|V^{-1}\| \leq \beta$ for every $V \in \mathcal{M}$. Let $K^*$ be the number of blocks in the unique optimal solution $X^*$. Let $0 < \eta < \min\{ 1, \frac{1}{\beta \kappa^2} \}$ be a fixed constant, where $\kappa$ is the constant in Lemma 3.16. Since $F$ is semismooth at any optimal solution $y^*$, there exists $\epsilon > 0$ such that 

$$\|F(y^*) - F(y) - V(y^* - y)\| \leq \eta\|y^* - y\|^2, \quad \forall y \in B(y^*, \epsilon) \text{ and } V \in \partial F(y),$$

(3.25) holds for every vertex $\tilde{y}^*$ of $[y^*]$. Let $\tilde{y}^k$ be any vertex of $[y^k]$ obtained from Theorem 3.15 in the algorithm. Let $\tilde{y}^* \in \text{ext}[y^*]$ be such that $\|\tilde{y}^k - \tilde{y}^*\| = \text{dist}(\tilde{y}^k, \text{ext}[y^*])$. It holds that 

$$\text{dist}(y^{k+1}, [y^*]) \leq \|y^{k+1} - \tilde{y}^*\| = \|\tilde{y}^k - \tilde{y}^* - \tilde{V}_k^{-1}F(\tilde{y}^k)\| = \|\tilde{V}_k^{-1}(F(\tilde{y}^*) - F(\tilde{y}^k) - \tilde{V}_k(\tilde{y}^* - \tilde{y}^k))\| \leq \|\tilde{V}_k^{-1}\| \cdot \|F(\tilde{y}^*) - F(\tilde{y}^k) - \tilde{V}_k(\tilde{y}^* - \tilde{y}^k)\| \leq \beta\eta\|\tilde{y}^k - \tilde{y}^*\|^2,$$

where the last inequality follows from (3.25). If $\text{dist}(y^k, [y^*]) = \epsilon > 0$ is sufficiently small, then Lemma 3.16 shows that that 

$$\|\tilde{y}^k - \tilde{y}^*\|^2 = \text{dist}(\tilde{y}^k, \text{ext}[y^*])^2 < \kappa^2 \cdot \epsilon^2 = \kappa^2 \cdot \text{dist}(y^k, [y^*])^2.$$

Thus, this yields 

$$\text{dist}(y^{k+1}, [y^*]) \leq \beta\eta\|\tilde{y}^k - \tilde{y}^*\|^2 \leq \beta\eta\kappa^2 \text{dist}(y^k, [y^*])^2 < \text{dist}(y^k, [y^*])^2.$$

This shows that $\text{dist}(y^{k+1}, [y^*]) < \text{dist}(y^k, [y^*])^2$, and thus the modified Newton method converges quadratically to the optimal set $[y^*]$. \qed

We observe that the performance of Algorithm 3.1 depends on the number of blocks $K^*$ in the optimal solution $X^*$. In Lemma 3.16, the constant $\kappa$ depends on $K^*$. If $K^*$ is large, then the condition for the quadratic convergence in Theorem 3.17 is stricter. This suggests that an instance can be more difficult to solve if the optimal solution $X^*$ contains many blocks. Our numerical experiment verifies this observation, see Figure 1.

Finally we discuss about an undesirable phenomenon called **cycling**. If $y^k = y^{k'}$ for some $k < k'$, then we say the algorithm is cycling. Thus, the algorithm may loop indefinitely. Fortunately, if $y^k$ is sufficiently close to $[y^*]$ as required in Theorem 3.17, then cycling cannot happen as
4 Refinement and the Local Error Bound Condition

In this section we show that we can split the problem into smaller problems when the iterate \( y \) in the (modified) Newton method is sufficiently close to the solution \( y^* \) of (1.3). Under the strict complementarity assumption, we can split the problem recursively until the assumption in Corollary 2.5 holds; we obtain the solutions for each subproblem by the semismooth Newton method (1.8).

Recall that if \( y^* \) is a solution to the system (2.5), then \( x^* = (\hat{x} + ATy^*)_+ \) is an optimal solution to (1.3) and \( z^* = (\hat{x} + ATy^*)_− \) is an optimal dual variable for (1.3), see Theorem 1.1. We say that strict complementarity holds at \((x^*, z^*)\), if \( x^* + z^* > 0 \).

Lemma 4.1. Suppose \( F(y^*) = 0 \). There exists an \( \epsilon > 0 \) such that for every \( y \) satisfying \( ||y - y^*|| < \epsilon \), it holds that

\[
x^*_i > 0 \implies x_i > 0,
\]

where \( x = (\hat{x} + ATy)_+ \). Moreover, if \((x^*, z^*)\) satisfies strict complementarity, then we can also take \( \epsilon \) such that

\[
x^*_i > 0 \iff x_i > 0.
\]

**Proof.** Let \( A_i \) denote the \( i \)-th column of \( A \). If \( x^*_i > 0 \), then \( x^*_i = \hat{x}_i + A^T_i y^* > 0 \) and thus \( x_i = (\hat{x}_i + A^T_i y)_+ = \hat{x}_i + A^T_i y > 0 \) for small \( \epsilon > 0 \). Now suppose that the pair \((x^*, z^*)\) satisfies strict complementarity. Assume to the contrary that \( x^*_i = 0 \). Then we have \( z^*_i > 0 \), i.e., \( \hat{x}_i + A^T_i y^* < 0 \), and thus \( \hat{x}_i + A^T_i y < 0 \) for sufficiently small \( \epsilon \). It follows that \( x_i = (\hat{x}_i + A^T_i y)_+ = 0 \).

Suppose \( y \) is close to \( y^* \). Lemma 4.1 suggests that the \( X = \text{Mat}(\hat{x} + ATy)_+ \) and the optimal solution \( X^* = \text{Mat}(\hat{x} + ATy^*)_+ \) share the same block-diagonal structure. As a heuristic, we can split the problem into smaller subproblems if the residual is sufficiently small. If strict complementarity holds, then the smaller subproblems will not be disconnected eventually and thus the semismooth Newton method (1.8) can be applied.

The local error bound condition is a sufficient condition for the convergence of Newton-type methods. It is a weaker requirement than the nonsingularity (i.e., connectedness) condition used in Section 2. In this section, we show that the system (2.5) for the nearest doubly stochastic matrix problem does not satisfy the local error bound condition.

**Definition 4.2** (local error bound). Let \([y^*]\) be the solution set of (2.5) and let \( N \) be a neighbourhood such that \([y^*] \cap N \neq \emptyset \). If there exists a positive constant \( c \) such that

\[
c \cdot \text{dist}(y, [y^*]) \leq ||F(y)||, \quad \forall y \in N,
\]

then we say that \( F \) satisfies the local error bound condition on \( N \) for the system (2.5).
We show that the local error condition does not hold for (2.5), and this implies that $\partial F(y)$ is singular in general. Recall that strict complementarity holds for (2.5) if $x + z > 0$ for optimal primal and dual variables $x$ and $z$.

**Theorem 4.3.** Consider the system (2.5). Assume that strict complementarity holds. Then $F(y)$ in (2.5) does not satisfy the local error bound condition.

**Proof.** Let $y \in \mathbb{R}^{2n-1}$. Define the projection

$$P_C(y) := \arg\min_{u \in C} \|u - y\|,$$

where $C$ is a polyhedron. (4.3)

Let $y^* = P$ and $d = y - y^*$. Note that $\text{dist}(y, [y^*]) = \|y - y^*\| = \|d\|$.

Let $x = (\hat{x} + A^T y)_+$ and $x^* = (\hat{x} + A^T y^*)_+$. Define $s^* \in \{0, 1\}^n$ such that $s^*_i = 1$ if, and only if, $x^*_i > 0$. Applying (4.1) in Lemma 4.1, we can assume $\|d\|$ is sufficiently small so that $x_i > 0$ if, and only if, $x^*_i > 0$. Therefore, it holds that

$$(\hat{x} + A^T y)_+ = (\hat{x} + A^T y^* + A^T d)_+ = x^* + \text{Diag}(s^*)A^T d$$

Thus we have

$$\|F(y^*)\| = \|A(\hat{x} + A^T y)_+ - b\| = \|Ax^* + A \text{Diag}(s)A^T d - b\| = \|A \text{Diag}(s)A^T d\|.$$  

If $X^*$ is disconnected, then $A \text{Diag}(s)A^T \in \partial F(y^*)$ is singular. Let $\epsilon > 0$. Let $\{y_i\}$ be a sequence in $\mathbb{R}^{2n-1}$ such that $d^i = y^i - y^*$ with $|d^i| = |d|$. Assume that the sequence $\{d^i\}$ converges to a vector in the null space of $A \text{Diag}(s)A^T$. The normal fan of $[y^*]$ is complete, see Definition 7.1 and Example 7.3 in [51]. It follows from the classical Rockafellar-Pshenichnyi optimality condition for the minimization problem (4.3) that there always exists a vector $y^i \in \mathbb{R}^{2n-1}$ such that $d^i = y^i - P_{[y^*]}(y^i)$ for each $d^i$. This yields

$$\frac{\|F(y^i)\|}{\text{dist}(y^i, [y^*])} = \frac{|A \text{Diag}(s)A^T d^i|}{\|d\|} \to 0.$$  

This shows that there exists no positive constant $c$ such that (4.2) holds, and thus the local error bound condition fails. \hfill \Box

## 5 Numerical Experiments

In this section, we present numerical tests for the modified Newton algorithm. The main purpose is to illustrate empirically the correctness of our proposed algorithm. (Further extensive testing of these semismooth methods are given in [3, 44].)

First, we compare Algorithm 3.1 with the standard interior point method (IPM), and the alternating direction method of multipliers (ADMM). For the interior point method, the problem is modelled in CVX [26] and then solved using MOSEK solver [2]. For ADMM, we transform (1.3) to the equivalent problem $\min \left\{ \frac{1}{2} \|x - \hat{x}\|^2 : x = y, Ay = b, x \geq 0 \right\}$. The coupling constraint $x = y$
induces a standard splitting in the polyhedral cone variable $x$ and the linear equality variable $y$.

For more details about the implementation of ADMM applied to the least square problems, we refer to [27].

For the numerical experiments, we generate the data $\hat{X}$ from the standard normal distribution. Throughout Tables 5.1 and 5.2, $n$ refers to the size of $\hat{X} \in \mathbb{R}^{n \times n}$; iteration refers to the number of iterations; opt.cond. refers to the sum of the norms of the optimality conditions in (1.4) at termination, i.e., primal and dual feasibility and complementary slackness; and time refers to the total running time in seconds.

Table 5.1 displays the numerical results for one instance of sizes $n = 100, \ldots, 500$, respectively. We compare the three methods. It is clear that the modified semismooth Newton method has a superior running time to ADMM and IPM. It also does better with respect to the optimality conditions. The tolerance for the optimality conditions for IPM is from the default obtained from MOSEK. As expected, interior point methods have difficulty obtaining more than square root of machine epsilon accuracy. The accuracy for ADMM methods take significantly longer if more accuracy is requested. In addition from (1.6), we see that both dual feasibility and complementary slackness hold exactly for the NM algorithm, and the optimality conditions error is totally from the primal feasibility residual $\|Ax - b\|$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>iteration</th>
<th>opt. cond.</th>
<th>time</th>
<th>iteration</th>
<th>opt. cond.</th>
<th>time</th>
<th>iteration</th>
<th>opt. cond.</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>9</td>
<td>1.2e-14</td>
<td>0.1</td>
<td>25</td>
<td>4.0e-10</td>
<td>0.51</td>
<td>941</td>
<td>9.9e-13</td>
<td>0.21</td>
</tr>
<tr>
<td>200</td>
<td>13</td>
<td>1.8e-14</td>
<td>0.1</td>
<td>26</td>
<td>1.4e-06</td>
<td>1.5</td>
<td>1735</td>
<td>9.9e-13</td>
<td>1.3</td>
</tr>
<tr>
<td>300</td>
<td>12</td>
<td>7.5e-15</td>
<td>0.18</td>
<td>22</td>
<td>6.8e-07</td>
<td>2.2</td>
<td>2746</td>
<td>1.0e-12</td>
<td>4.3</td>
</tr>
<tr>
<td>400</td>
<td>12</td>
<td>7.8e-15</td>
<td>0.33</td>
<td>22</td>
<td>1.3e-05</td>
<td>4.3</td>
<td>3834</td>
<td>1.0e-12</td>
<td>17</td>
</tr>
<tr>
<td>500</td>
<td>13</td>
<td>5.3e-15</td>
<td>0.55</td>
<td>25</td>
<td>4.9e-07</td>
<td>8.1</td>
<td>4634</td>
<td>1.0e-12</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 5.1: Small instances

In Table 5.2 below we present the numerical results of larger instances, $n = 1000, 1500, 2000$. We did not include results for IPM or ADMM as they took significantly longer.

<table>
<thead>
<tr>
<th>$n$</th>
<th>iteration</th>
<th>opt. cond.</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>11</td>
<td>1.4e-15</td>
<td>0.47</td>
</tr>
<tr>
<td>2000</td>
<td>11</td>
<td>1.1e-15</td>
<td>1.6</td>
</tr>
<tr>
<td>3000</td>
<td>12</td>
<td>6.8e-16</td>
<td>3.9</td>
</tr>
<tr>
<td>4000</td>
<td>13</td>
<td>3.6e-16</td>
<td>7.6</td>
</tr>
<tr>
<td>5000</td>
<td>13</td>
<td>4.3e-16</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 5.2: Medium and large instances

Next, we compare Algorithm 3.1 with the semismooth Newton-CG algorithm (SSNCG1) presented in [36]. Roughly speaking, SSNCG1 avoids the singularity of the Jacobian matrix by adding a scaled identity matrix $\epsilon I$ at each iteration for some $\epsilon > 0$. The scalar $\epsilon$ is determined by the residual at the current iteration and a number of parameters. The SSNCG1 also involves a line-search to determine its step length. We also note that the problem formulation in [36] does not
remove the redundant constraint as (1.3).

We generate test instances whose optimal solution $X^*$ has many blocks. As discussed in the paragraph after Theorem 3.17, we expect that an instance is difficult to solve if there are many blocks in $X^*$. This is substantiated in the numerical results in Figure 1.

In addition, we observe that Algorithm 3.1 consistently takes less iterations than SSNCG1. This may be explained by our fast quadratic convergence. However, the running time of Algorithm 3.1 is longer than SSNCG1 due to the costly vertex finding step in Algorithm 3.1. More specifically, the update in (3.11) takes a significant amount of the running time. The update (3.11) can be computed much more efficiently if the algorithm is implemented in C.

![Figure 1: Problem instances of size $n = 1000$, but with different number of blocks in the optimal solution $X^*$](fig:blocks)

6 Conclusion

The nearest doubly stochastic matrix problem is formulated as a system of strongly semismooth equations. We show that this system does not satisfy the so-called local error bound condition, and therefore, the quadratic convergence of a Newton-type method may not be guaranteed. We exploit the problem structure to construct a modified Newton method that converges to the solution at a quadratic rate. The novelty of the proposed algorithm is that the search space is partitioned into equivalence classes to overcome degeneracy. This partitioning strategy can be extended to more general problems. This is also the first known Newton-type method which enjoys quadratic convergence in the absence of the local error bound condition.
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