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Abstract

In one-way station-based shared mobility systems, where system users share vehicles for making trips between vehicle stations, the accumulation of one-way trips inevitably causes vehicle imbalances between stations. To correct these imbalances, we focus on the effective use of linear control policies for calculating online vehicle relocations from a history of user trips. Our scenario-based optimization model for computing linear control policies is formulated as a linear optimization problem. Computational results using a real-world dataset demonstrate that our method provides high relocation performance with short online computation times.
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1. Introduction

Shared mobility systems allow for shared use of vehicles (e.g., cars and bicycles), which enables users to have short-term access to these transportation modes on an as-needed basis. Worldwide, there were approximately 15 million carsharing members in October 2016, and over 1600 public bikesharing systems based on information technology with over 18.17 million bicycles as of May 2018 [38]. Carsharing users can gain the benefits of private car use without the costs and responsibilities of ownership. Carsharing systems also promote greater use of alternative eco-friendly modes of transportation.
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(e.g., buses, bicycles, and walking) and thus are expected to yield considerable savings in the resources required to manufacture, maintain, operate, and store vehicles [25].

In one-way station-based shared mobility systems (e.g., Bay Wheels\(^1\) and Ha:mo RIDE\(^2\)), a user requiring a vehicle picks it up from a station (an origin station), makes a trip using the vehicle, and then drops it off at another station (a destination station). In contrast to two-way (or roundtrip) systems, one-way systems provide greater flexibility for users and make it possible to further enhance first- and last-mile connectivity [38]. However, the accumulation of one-way trips inevitably causes vehicle imbalances between stations. This is expected to result in empty or full stations, thereby degrading service levels and customer satisfaction.

To correct such vehicle imbalances, we consider the problem of relocating vehicles between stations in shared mobility systems. Although vehicles can be relocated partly by providing price incentives to users [23, 35, 45], a more practical method is staff-based relocation, in which staff drives vehicles or uses trucks to move vehicles to the desired stations. Staff-based relocation can be classified into static and dynamic methods [1]. Static relocation is conducted when the system is closed usually during the night, whereas dynamic relocation is more flexible and implemented throughout the day. There are offline and online methods for staff-based dynamic relocation [1]. In offline methods, the relocation plan to be executed throughout the day is determined at the beginning of the day. In online methods, relocation plans are dynamically modified in response to the changing situation during the day.

The various approaches to dealing with the vehicle relocation problem can be categorized into optimization models, simulation models, and multistage approaches [21]; see systematic reviews [1, 15, 18, 21, 28, 32] for detailed lists of research papers about the vehicle relocation problem.

In approaches based on optimization models, the vehicle relocation problem is formulated as mixed-integer optimization (MIO) models [7, 8, 19, 31, 34, 44]. Although these MIO models are particularly suitable for offline relocation and perform overall optimization of the system, the size of manageable MIO models is limited. In contrast, simulation models allow the stochastic

\(^{1}\)https://www.lyft.com/bikes/bay-wheels  
\(^{2}\)https://global.toyota/en/mobility/
behavior of large-scale systems to be closely analyzed [3, 9, 20, 27, 37]. Although relocation performance is assessed through repeated simulation runs, the optimality of a selected relocation strategy cannot be guaranteed [22].

The advantages of optimization and simulation models are combined in multistage approaches [24, 26, 33, 36], where vehicle relocations are calculated by optimization models through the course of a simulation process. Recently, Calafiore et al. [12, 13] proposed online relocation strategies based on model predictive control (MPC) [14] for one-way station-based shared mobility systems. In each time period, this MPC method predicts user trips in future periods, calculates the sequence of optimal relocations, and executes the optimal relocation for the next period. The relocation performance of this method has been validated on a real-world dataset, but the repeated calculation of optimal relocations in each time period is computationally intensive.

To reduce the computational load of such multistage approaches, we consider designing control policies (i.e., decision rules) for computing appropriate relocations based on the current situation. In general, however, selecting the best control policy from among nonlinear functions is computationally intractable. Accordingly, we focus on the effective use of linear control policies, namely, decision rules restricted to the class of affine functions. Although this restriction may cause a substantial loss of optimality [5, 17], linear control policies have lower computational complexity for dynamic decision-making problems under uncertainty [4, 39]. Indeed, linear control policies have been used effectively for dynamic portfolio selection to produce low-risk high-return financial investments [10, 11, 40, 43]. Yet, to our knowledge, no prior studies have applied linear control policies to the vehicle relocation problem.

We propose a scenario-based optimization model for computing effective linear control policies for online vehicle relocation. In this model, the one-way station-based shared mobility system is represented as a time-space network. Our optimization model is formulated as a linear optimization problem, which can be solved to optimality by using optimization software.

The effectiveness of our method is assessed through computational experiments using a real-world dataset from the SF Bay Area Bike Share. The computational results demonstrate that our linear control policies are comparable to MPC-based relocation strategies [12, 13] in terms of relocation performance. Moreover, our method was significantly faster than MPC methods at online computation for relocating vehicles. To further validate our method,
we also analyze the occupancy state of each station and relocation strategies that result from our linear control policies.

2. Optimization Model

This section first describes the vehicle relocation problem being addressed, and then presents our optimization model based on a time-space network for computing linear control policies.

2.1. Problem Description

Shared mobility systems provide users with shared vehicles (e.g., cars and bicycles), which are parked at vehicle stations in the neighborhoods of offices, bus stops, train stations, and tourist spots. A user of the system gets on a vehicle at a station of their choice. The procedure for starting to use the vehicle is generally executed via a smartphone app or system website. The user then drives the vehicle to their destination and parks it in a nearby vehicle station. The vehicle use is generally terminated by paying fares through a smartphone app or system website. Each one-way short-distance movement by a shared vehicle is called a trip, and users generally take a direct route between different stations as in the case of other transportation modes (e.g., taxi and bus).

A large number of one-way trips will inevitably cause vehicle imbalances between stations in shared mobility systems. For example, stations near major train stations tend to run out of vehicles during the morning commute, and those near popular tourist spots are likely to become full. Such vehicle imbalances increase user dissatisfaction, thereby leading to a significant loss of business from a long-term perspective. To reduce vehicle imbalances between stations, system managers need to relocate vehicles based on an analysis of vehicle usage history. We particularly focus on the situation where vehicles are relocated by staff from one station to another during operating hours.

Our optimization model is based on a mathematical model [12, 13] in which the actual complex systems are adequately simplified to develop high-performance MPC methods. In reality, each station has a limited capacity of parking spaces. Consequently, when the minimum/maximum number of vehicles at a station is reached, trip demands from/to the station cannot be approved. However, accurate modeling of this situation worsens the tractability of associated optimization problems. For this reason, we assume that all
trip demands are fulfilled regardless of the number of vehicles at each station. As a result, we permit the possibility of violating the station capacity (i.e., minimum/maximum number of vehicles), and at the same time, such capacity violations are minimized in the optimization problem.

Throughout this paper, we also make the following assumptions about user trips and staff relocations.

1. Pre-booking of vehicle use and parking space is unnecessary.
2. The trip and relocation times include the time to prepare for movement and that to get on and off a vehicle.
3. Multiple scenarios are available, where each scenario is a history of user trips during one day.
4. Labor and fuel costs of relocation are ignored.
5. Movement of staff and trucks for relocation is not considered.
6. The relocation effort is quantified by the number of relocated vehicles.
7. The state of charge of batteries in electric vehicles is ignored.

2.2. Notation

We use the following notation in this paper.

Index Sets

$D$: Vehicle stations
$S$: Scenarios of a series of user trips in one day
$T := \{1, 2, \ldots, t_{\text{end}}\}$: Time periods during one day
$T_{\text{rel}}$: Time periods for launching relocation ($T_{\text{rel}} \subseteq T$)

Parameters

$C_j^{\min}, C_j^{\max}$: Minimum/maximum number of vehicles (i.e., capacity) at station $j$
$N_{ij,s}^{\text{dep}}(t)$: Number of trips departing from station $i$ for station $j$ in time period $t$ under scenario $s$
$N_{ij,s}^{\text{arr}}(t)$: Number of trips arriving at station $j$ from station $i$ in time period $t$ under scenario $s$
$R$: Maximum number of vehicles to relocate in each time period
$Z$: Total number of vehicles in the system
$\alpha, \beta, \gamma$: Weights of three objectives
$\tau_{ij}$: Number of time periods required to relocate vehicles from station $i$ to station $j$
$\tau_{\text{pol}}$: Number of input time periods for control policies
Decision Variables

\( a_{j,s}(t) \): Capacity violation of station \( j \) at the beginning of time period \( t \) under scenario \( s \)

\( r_{ij,s}(t) \): Number of vehicles to relocate from station \( i \) to station \( j \) in time period \( t \) under scenario \( s \)

\( r_{ij}(t) \): Net number of vehicles to relocate from station \( i \) to station \( j \) in time period \( t \)

\( w_{ij}(t) \): Input weight of a control policy for relocating vehicles from station \( i \) to station \( j \) in time period \( t \)

\( y_{j,s}^+, y_{j,s}^- \): Deviations from the initial condition at station \( j \) under scenario \( s \)

\( z_{j,ini} \): Initial number of vehicles at station \( j \)

\( z_{j,s}(t) \): Number of vehicles at station \( j \) at the beginning of time period \( t \) under scenario \( s \)

2.3. Time-space Network

The shared mobility system is represented as a time-space network, over which vehicles move due to trips by users and relocations by staff depending on each scenario \( s \in S \). Each node in the time-space network is denoted by \((j, t) \in D \times T\), where \( D \) and \( T \) are the index sets of vehicle stations and time periods, respectively. The number of vehicles at node \((j, t) \in D \times T\) is \( z_{j,s}(t) \) in each scenario \( s \in S \).

There are \( Z \) vehicles available in the shared mobility system. The initial number of vehicles \((z_{j,ini})\) at station \( j \in D \) must therefore satisfy the following constraints:

\[
\sum_{j \in D} z_{j,ini} = Z, \quad (1)
\]

\[
\begin{align*}
  z_{j,ini} & \geq 0. \quad (2)
\end{align*}
\]

Each scenario \( s \in S \) corresponds to a collection of trips made by system users during a single day, where \( N_{ij,s}^{dep}(t) \) and \( N_{ij,s}^{arr}(t) \) are the numbers of departure and arrival trips for station pair \((i, j) \in D \times D\) in period \( t \in T \). We relocate \( r_{ij,s}(t) \) vehicles from station \( i \in D \) to station \( j \in D \) in period \( t \in T \) under scenario \( s \in S \). Note that \( r_{ij,s}(t) = 0 \) for \( t \leq 0 \), and that the relocation requires \( \tau_{ij} \) periods.

In each scenario \( s \in S \), the number of vehicles \((z_{j,s}(t))\) at station \( j \in D \) changes during period \( t \in T \) according to the following flow conservation
constraint:
\[
\begin{align*}
  z_{j,s}(t+1) &= z_{j,s}(t) - \sum_{h \in D} N_{j,h,s}^\text{dep}(t) - \sum_{h \in D} r_{j,h,s}(t) + \sum_{h \in D} N_{h,j,s}^\text{arr}(t) + \sum_{h \in D} r_{h,j,s}(t - \tau_{h}) \\
  \text{(outflow by trips and relocations)} &\quad \text{(inflow by trips and relocations)}
\end{align*}
\]

with the initial condition
\[
  z_{j,s}(1) = z_{j}^{\text{ini}}.
\]

2.4. Control Policies

To define control policies for online vehicle relocation, we first consider input information available at the beginning of each time period. Let us denote the past states of vehicle stations by \( z_{s}(t) \) and the history of user trips by \( N_{s}(t) \). These are formally defined for each scenario \( s \in S \) and period \( t \in T \) as follows:
\[
\begin{align*}
  z_{s}(t) &:= (z_{j,s}(k) \mid j \in D, 1 \leq k \leq t), \\
  N_{s}(t) &:= ((N_{i,j,s}^\text{dep}(k), N_{i,j,s}^\text{arr}(k)) \mid i, j \in D, 1 \leq k \leq t - 1).
\end{align*}
\]

We then introduce a control policy \( F_{ij,t} \), which outputs the net number of relocations (i.e., \( r_{ij,s}(t) - r_{ji,s}(t) \)) from the available information at the beginning of period \( t \in T \). This relationship is given by
\[
r_{ij,s}(t) - r_{ji,s}(t) = F_{ij,t}(z_{s}(t), N_{s}(t)).
\]

with the nonnegativity constraint
\[
r_{ij,s}(t) \geq 0.
\]

Note that vehicles will be relocated from station \( i \) to station \( j \) if \( F_{ij,t} \) is positive, and that they will be relocated in the reverse direction otherwise. In general, however, this control policy leads to nonconvex optimization.

To overcome this computational difficulty, we consider a linear control policy of the form
\[
F_{ij,t}(z_{s}(t), N_{s}(t)) = r_{ij}(t) + w_{ij}(t) \cdot \phi_{ij,t}(N_{s}(t)),
\]
with the nonnegativity constraint

$$w_{ij}(t) \geq 0,$$  \hspace{1cm} (8)

where $r_{ij}(t)$ and $w_{ij}(t)$ are decision variables, and $\phi_{ij,t}(N_s(t))$ is a feature constructed from $N_s(t)$. Note that $r_{ij}(t)$ corresponds to net relocations regardless of the scenario, and $w_{ij}(t)$ controls relocations based on the history of user trips ($N_s(t)$) in each scenario.

A variety of features can be constructed for $\phi_{ij,t}(N_s(t))$. In particular, we use the following feature in our control policies:

$$\phi_{ij,t}(N_s(t)) = \frac{1}{C_{\text{max}}^i} \sum_{k=t - \tau_{\text{pol}}}^{t-1} \sum_{h \in D} \left( N_{h_{i,s}}^{\text{arr}}(k) - N_{h_{i,s}}^{\text{dep}}(k) \right)$$

$$- \frac{1}{C_{\text{max}}^j} \sum_{k=t - \tau_{\text{pol}}}^{t-1} \sum_{h \in D} \left( N_{h_{j,s}}^{\text{arr}}(k) - N_{h_{j,s}}^{\text{dep}}(k) \right).$$  \hspace{1cm} (9)

Through Eqs. (5) and (7), this feature increases the number of relocations from station $i$ to station $j$ when the rate of increase in vehicles is greater at station $i$ than at station $j$ during recent $\tau_{\text{pol}}$ periods.

We also note that vehicle relocations usually have some restrictions mainly because of available staffing levels. Specifically, we suppose that it is possible to launch vehicle relocations in only some periods $t \in T_{\text{rel}} \subseteq T$, implying that

$$r_{ij,s}(t) = 0 \quad (t \in T \setminus T_{\text{rel}}).$$  \hspace{1cm} (10)

We also suppose that the number of relocations is limited as

$$\sum_{i \in D} \sum_{j \in D} r_{ij,s}(t) \leq R,$$  \hspace{1cm} (11)

where $R$ is the maximum number of vehicles to be relocated in each time period.

2.5. Formulation

There are three objectives to be minimized in our optimization model. The first objective is to reduce the effort required for relocation. Specifically,
we minimize the sum of relocated vehicles:

\[
\text{RelVeh} := \frac{1}{|S|} \sum_{s \in S} \sum_{t_{rel}} \sum_{i \in D} \sum_{j \in D} r_{ij,s}(t).
\]

(12)

The second objective is related to station capacity. Let \( a_{j,s}(t) \) calculate violations of station capacity as

\[
C_{j}^{\min} - a_{j,s}(t) \leq z_{j,s}(t) \leq C_{j}^{\max} + a_{j,s}(t),
\]

(13)

\[
a_{j,s}(t) \geq 0.
\]

(14)

We then minimize the sum of such violations:

\[
\text{StaCap} := \frac{1}{|S|} \sum_{s \in S} \sum_{t_{rel}} \sum_{j \in D} a_{j,s}(t).
\]

(15)

The third objective is to reduce the effort required for returning to the initial number of vehicles at each station at the end of each day. For this purpose, we minimize the sum of deviations from the initial condition as

\[
\text{IniCon} := \frac{1}{|S|} \sum_{s \in S} \sum_{j \in D} \left| z_{j,s}^{\ini} - z_{j,s}(t_{end}) \right|,
\]

(16)

where \( t_{end} \) is the last time period of the day. This objective can be minimized via linear optimization as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{|S|} \sum_{s \in S} \sum_{j \in D} (y_{j,s}^{+} + y_{j,s}^{-}) \\
\text{subject to} & \quad y_{j,s}^{+} - y_{j,s}^{-} = z_{j,s}^{\ini} - z_{j,s}(t_{end}) \quad (j \in D, s \in S), \\
& \quad y_{j,s}^{+}, y_{j,s}^{-} \geq 0 \quad (j \in D, s \in S),
\end{align*}
\]

(17)

(18)

(19)

where \( y_{j,s}^{+} \) and \( y_{j,s}^{-} \) are auxiliary decision variables.

We are now in a position to formulate our optimization model to deter-
mine linear control policies for online vehicle relocation as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{\alpha}{|S|} \sum_{s \in S} \sum_{t \in T_{rel}} \sum_{i \in D} \sum_{j \in D} r_{ij,s}(t) + \frac{\beta}{|S|} \sum_{s \in S} \sum_{t \in T} \sum_{j \in D} a_{j,s}(t) \\
& \quad + \frac{\gamma}{|S|} \sum_{s \in S} \sum_{j \in D} (y^+_j + y^-_j) \\
\text{subject to} & \quad z_{j,s}(t+1) = z_{j,s}(t) - \sum_{h \in D} N^\text{dep}_{jh,s}(t) - \sum_{h \in D} r_{jh,s}(t) + \sum_{h \in D} N^\text{arr}_{hj,s}(t) \\
& \quad \quad + \sum_{h \in D} r_{hj,s}(t - \tau_{hj}) \quad (j \in D, s \in S, t \in T \setminus \{\text{end}\}), \\
& \quad \sum_{j \in D} z^\text{ini}_{j} = Z, \\
& \quad z_{j,s}(1) = z^\text{ini}_{j} \quad (j \in D, s \in S), \\
& \quad r_{ij,s}(t) - r_{ji,s}(t) = r_{ij}(t) + w_{ij}(t) \left( \frac{1}{C_{j}^\text{max}} \sum_{k=t-\tau_{pol}}^{t-1} \sum_{h \in D} (N^\text{arr}_{hj,s}(k) - N^\text{dep}_{jh,s}(k)) \right) \\
& \quad \quad - \frac{1}{C_{j}^\text{max}} \sum_{k=t-\tau_{pol}}^{t-1} \sum_{h \in D} (N^\text{arr}_{hj,s}(k) - N^\text{dep}_{jh,s}(k)) \quad (i, j \in D, s \in S, t \in T_{rel}), \\
& \quad r_{ij,s}(t) = 0 \quad (i, j \in D, s \in S, t \in T \setminus T_{rel}), \\
& \quad \sum_{i \in D} \sum_{j \in D} r_{ij,s}(t) \leq R \quad (s \in S, t \in T_{rel}), \\
& \quad C_{j}^\text{min} - a_{j,s}(t) \leq z_{j,s}(t) \leq C_{j}^\text{max} + a_{j,s}(t) \quad (j \in D, s \in S, t \in T), \\
& \quad y^+_j - y^-_j = z^\text{ini}_j - z_{j,s}(t_{\text{end}}) \quad (j \in D, s \in S), \\
& \quad a_{j,s}(t) \geq 0 \quad (j \in D, s \in S, t \in T), \\
& \quad r_{ij,s}(t) \geq 0 \quad (i, j \in D, s \in S, t \in T), \\
& \quad w_{ij}(t) \geq 0 \quad (i, j \in D, t \in T), \\
& \quad y^+_j - y^-_j \geq 0 \quad (j \in D, s \in S), \\
& \quad z^\text{ini}_j \geq 0 \quad (j \in D),
\end{align*}
\]

where \(\alpha, \beta, \) and \(\gamma\) are user-defined weight parameters of the three objectives (12), (15), and (16). This linear optimization problem can be solved to
optimality by using optimization software.

3. Computational Experiments

This section reports results from computational experiments designed to evaluate the effectiveness of our method for online vehicle relocation.

3.1. Experimental Design

From Kaggle datasets\(^3\), we downloaded an anonymized dataset of the SF Bay Area Bike Share, which contains over 670,000 bike trips made between August 2013 and August 2015 in the San Francisco Bay Area in the United States. In particular, our experiments cover trips between 35 stations around San Francisco.

Grouping stations into clusters is reasonable for such urban areas with densely distributed stations [7, 8, 12, 13]. As shown in Figure 1\(^4\), we divided the 35 stations into 7 clusters by using the \(K\)-means clustering method based on longitude and latitude coordinates of each station.

\[^{3}https://www.kaggle.com/benhamner/sf-bay-area-bike-share\]

\[^{4}Base map and data from OpenStreetMap and OpenStreetMap Foundation (www.openstreetmap.org)\]

Figure 1: Seven clusters of stations

In our experiments, each station \(j \in D\) corresponds to a cluster of stations (i.e., \(D = \{1, 2, \ldots, 7\}\)). Each period \(t \in T\) is 5 min, and the set \(T\) of time
periods corresponds to 24 hours (i.e., $T = \{1, 2, \ldots, 289\}$). The total number of vehicles was set as $Z = 315$. Vehicles are relocated hourly 13 times a day from 08:00 to 20:00 (i.e., $T_{\text{rel}} = \{97, 109, 121, \ldots, 241\}$).

Table 1 lists the station (i.e., station cluster) parameter values, where the column labeled “size” shows the cluster size (i.e., number of stations in a cluster). The maximum number of vehicles ($C_j^{\max}$) was set based on the associated cluster size. The initial number of vehicles ($z_j^{\text{ini}}$) was fixed in our experiments according to the average number of vehicles parked at each station at midnight. The number of time periods required to relocate vehicles was set based on the average trip time as follows:

$$
(\tau_{ij})_{(i,j) \in D \times D} = 
\begin{pmatrix}
0 & 2 & 2 & 4 & 1 & 1 & 3 \\
2 & 0 & 2 & 2 & 1 & 2 & 2 \\
2 & 2 & 0 & 4 & 1 & 2 & 1 \\
3 & 1 & 3 & 0 & 2 & 3 & 2 \\
2 & 1 & 1 & 2 & 0 & 1 & 2 \\
1 & 2 & 2 & 3 & 1 & 0 & 2 \\
3 & 2 & 1 & 3 & 2 & 2 & 0
\end{pmatrix}.
$$

Table 1: Parameter values of stations

<table>
<thead>
<tr>
<th>ID ($j$)</th>
<th>size</th>
<th>$C_j^{\min}$</th>
<th>$C_j^{\max}$</th>
<th>$z_j^{\text{ini}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>0</td>
<td>120</td>
<td>51</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0</td>
<td>95</td>
<td>52</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>57</td>
<td>33</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td>88</td>
<td>36</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0</td>
<td>122</td>
<td>42</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
<td>126</td>
<td>69</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>0</td>
<td>57</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 2 lists eight problem instances on which training and testing sets were used for optimization and performance evaluation, respectively. Note that $|S|$ is the number of scenarios, and “#trips” is the number of trips. For stress testing, in addition to the original instances (e.g., Aug15-O), we prepared duplicate-trip instances (e.g., Aug15-D) by doubling the number of trips through duplication.

We calculated the following evaluation metrics from the testing sets:
### Table 2: Problem instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>Training set</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Month</td>
<td>$</td>
</tr>
<tr>
<td>Nov14-O</td>
<td>October 2014</td>
<td>31</td>
</tr>
<tr>
<td>Feb15-O</td>
<td>January 2015</td>
<td>31</td>
</tr>
<tr>
<td>May15-O</td>
<td>April 2015</td>
<td>30</td>
</tr>
<tr>
<td>Aug15-O</td>
<td>July 2015</td>
<td>31</td>
</tr>
<tr>
<td>Nov14-D</td>
<td>October 2014</td>
<td>31</td>
</tr>
<tr>
<td>Feb15-D</td>
<td>January 2015</td>
<td>31</td>
</tr>
<tr>
<td>May15-D</td>
<td>April 2015</td>
<td>30</td>
</tr>
<tr>
<td>Aug15-D</td>
<td>July 2015</td>
<td>31</td>
</tr>
</tbody>
</table>

**RelVeh:** Sum of relocated vehicles (12),

**StaCap:** Sum of violations of station capacity (15),

**IniCon:** Sum of deviations from the initial condition of vehicles (16).

We compare the computational performance of the following methods for dynamic vehicle relocation:

- **OffRel:** Offline relocation method: Solves problem (20)–(33) with the additional constraint
  \[ w_{ij}(t) = 0 \quad (i, j \in D, t \in T) \]
  to execute the same relocation plan for all scenarios.

- **MPC(E):** Model predictive control method based on the expected dynamics [12].

- **MPC(R):** Model predictive control method based on robust interval modelling [13].

- **LinCon:** Our linear control policies: Solves problem (20)–(33), where the number of input time periods was $\tau_{pol} = 72$ (i.e., six hours).
We implemented these methods in the Python programming language on Google Colaboratory [6] and solved the optimization models using the COIN-OR branch-and-cut solver Cbc\(^5\) [16]. The weight parameters of the objectives were set as \(\alpha = \beta = \gamma = 1\). The maximum number of vehicles to be relocated in each time period was set as \(R \in \{15, 45\}\) for the original and duplicate-trip problem instances, respectively. The number of relocated vehicles was rounded to the nearest integer, and Eq. (11) was satisfied by means of the largest remainder method [2] if necessary.

### 3.2. Evaluation of Relocation Performance

Figures 2 and 3 show the evaluation metrics provided by the four relocation methods in the original and duplicate-trip problem instances, respectively.

For the original problem instances (Figure 2), our linear control policies (LinCon) and the robust MPC method (MPC(R)) delivered high relocation performance. LinCon performed best in February 2015 (Figure 2b) and August 2015 (Figure 2d), whereas MPC(R) performed best in November 2014 (Figure 2a) and May 2015 (Figure 2c). The performance of the expectation-based MPC method (MPC(E)) was slightly worse than that of LinCon and MPC(R). The performance of the offline relocation method (OffRel) was the worst of the four methods.

The sum of violations of station capacity (StaCap) was often the smallest for LinCon, implying that our linear control policy is highly effective in dynamic vehicle relocation. However, the sum of deviations from the initial condition of vehicles (IniCon) was smaller for the MPC methods (MPC(E) and MPC(R)) than for the other methods. The main reason for this was that the MPC methods repeatedly solve optimization problems based on the latest information for restoring vehicle locations.

For the duplicate-trip problem instances (Figure 3), StaCap was greatly increased because the number of trips was doubled. In this case, the performance of OffRel was by far the worst of the four methods, while the high relocation performance of LinCon remained comparable to that of the MPC methods. These results show that online relocation methods are essential for coping with a large number of trips.

Tables 3 and 4 list the computation times for each relocation method.

---

\(^5\)https://github.com/coin-or/Cbc
Figure 2: Relocation performance for the original problem instances to deal with the original and duplicate-trip problem instances, respectively. “Offline” means the offline computation times required by OffRel and LinCon to solve optimization problems, whereas “Online” means the online computation times required by the four methods to calculate relocations. The MPC methods required a very long computation time to calculate relocations because they solve an optimization problem in every time period. In contrast, OffRel and LinCon were hundreds of times faster than the MPC methods in the online relocation phase. Recall that OffRel completes relocation plans in the offline optimization phase, and that LinCon is capable of calculating relocations quickly from the control policies.
3.3. Analysis of Linear Control Policies

We next focus on the results of the Aug15-D instance in order to analyze the validity of our linear control policies. Figures 4 and 5 show box plots of the number of vehicles at each station in August 2015 for the Aug15-D instance. The figures on the left show the results without relocations, and the figures on the right show the results obtained by linear control policies. Note that two parallel solid lines in each figure represent $C_{j}^{\min}$ and $C_{j}^{\max}$, the minimum and maximum numbers of vehicles at station $j \in D$ (see also Table 1).

The number of vehicles often exceeded the station capacity when no relocations were performed (Figures 4a, 5a, and 5e). In contrast, our linear
Table 3: Computation times [s] for the original problem instances

<table>
<thead>
<tr>
<th>Problem instance</th>
<th>Method</th>
<th>Nov14-O</th>
<th>Feb15-O</th>
<th>May15-O</th>
<th>Aug15-O</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Offline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OffRel</td>
<td>13.0</td>
<td>11.1</td>
<td>10.8</td>
<td>11.6</td>
</tr>
<tr>
<td></td>
<td>LinCon</td>
<td>57.4</td>
<td>43.0</td>
<td>44.4</td>
<td>51.3</td>
</tr>
<tr>
<td></td>
<td>Online</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OffRel</td>
<td>2.0</td>
<td>1.8</td>
<td>2.0</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>MPC(E)</td>
<td>483.3</td>
<td>364.7</td>
<td>402.4</td>
<td>401.7</td>
</tr>
<tr>
<td></td>
<td>MPC(R)</td>
<td>1866.1</td>
<td>1708.2</td>
<td>1641.8</td>
<td>1600.0</td>
</tr>
<tr>
<td></td>
<td>LinCon</td>
<td>3.8</td>
<td>3.9</td>
<td>4.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Table 4: Computation times [s] for the duplicate-trip problem instances

<table>
<thead>
<tr>
<th>Problem instance</th>
<th>Method</th>
<th>Nov14-D</th>
<th>Feb15-D</th>
<th>May15-D</th>
<th>Aug15-D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Offline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OffRel</td>
<td>23.0</td>
<td>20.2</td>
<td>17.5</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>LinCon</td>
<td>154.4</td>
<td>79.9</td>
<td>106.4</td>
<td>134.1</td>
</tr>
<tr>
<td></td>
<td>Online</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OffRel</td>
<td>1.6</td>
<td>1.5</td>
<td>1.7</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>MPC(E)</td>
<td>367.5</td>
<td>355.8</td>
<td>386.9</td>
<td>376.6</td>
</tr>
<tr>
<td></td>
<td>MPC(R)</td>
<td>1589.2</td>
<td>1457.8</td>
<td>1675.5</td>
<td>1602.5</td>
</tr>
<tr>
<td></td>
<td>LinCon</td>
<td>3.4</td>
<td>3.1</td>
<td>3.5</td>
<td>3.4</td>
</tr>
</tbody>
</table>

control policies greatly reduced violations of station capacity, so the number of vehicles often fell between the minimum to the maximum at stations (Figures 4b, 5b, and 5f).

Figure 6 show heat maps of net relocations \((r_{ij}(t))_{(i,j) \in D \times D}\) and input weights \((w_{ij}(t))_{(i,j) \in D \times D}\) of control policies at 08:00, 12:00, and 16:00 in August 2015 for the Aug15-D instance.

At 08:00, vehicles are mainly relocated from stations 1 and 5 to station 7 (Figure 6a). Indeed, if such relocations are not performed, stations 1 and 5 become full and station 7 becomes empty (Figures 4a, 5a, and 5e).

At 12:00, the relocation plans were not pre-determined (Figure 6c) but varied depending on the situation. For example, Figure 6d shows that if
the number of vehicles at station 1 increases, vehicles should be relocated to stations 3, 4, and 5. We can also see that if the number of vehicles at station 2 decreases, vehicles should be relocated from stations 3, 5, and 6.

At 16:00, vehicles are mainly relocated from station 7 to station 1 (Figure 6e). Note that station 7 becomes full without such relocations (Figure 5e). In addition, vehicles are likely to be relocated from station 7 to stations 3 and 4 depending on the situation (Figure 6f).

4. Conclusion

This paper addressed the vehicle relocation problem in one-way station-based shared mobility systems. For this problem, we devised linear control policies based on a time-space network to determine online vehicle relocations from a history of user trips. Our scenario-based optimization model was formulated as a linear optimization problem.

To confirm the effectiveness of our method, we conducted computational experiments using a real-world dataset from the SF Bay Area Bike Share. Our linear control policies were comparable in relocation performance to MPC-based strategies [12, 13]. In addition, our method was much faster than MPC methods in the online relocation phase. We also examined how our relocation strategies improved the occupancy state of each station.

Although the advantages of optimization and simulation models are combined in multistage approaches [24, 26, 33, 36], solving optimization models in the simulation process is computationally expensive. We successfully overcame this challenge by introducing linear control methods to the vehicle relocation problem while maintaining high relocation performance. Once the optimization model has been solved, the obtained control policies can easily be put into practical use without complicated online calculations in shared mobility systems.

A future direction of study will be to use nonlinear control policies [41, 42] with the aim of improving the relocation performance. One promising approach is to introduce a risk measure into the vehicle relocation problem [46]. Another direction for future research is to more accurately reflect reality in the optimization model. For instance, the relocation staff uses trucks in many bikesharing systems [19, 29, 30, 32].
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Figure 4: Changes in the number of vehicles at each station $j \in \{1, 2, 3, 4\}$ in August 2015 (Aug15-D)
Figure 5: Changes in the number of vehicles at each station $j \in \{5, 6, 7\}$ in August 2015 (Aug15-D)
Figure 6: Heat maps illustrating linear control policies in August 2015 (Aug15-D)