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Abstract—The constant modulus constraint is widely used in analog beamforming, hybrid beamforming, intelligent reflecting surface design, and radar waveform design. The quadratically constrained quadratic programming (QCQP) problem is also widely used in signal processing. However, the QCQP with extra constant modulus constraints was not systematically studied in mathematical programming and signal processing. For example, the multiple quality of service (QoS) constrained analog beamforming is rare, while the QoS constrained digital beamforming methods are abundant. We propose to tackle the QCQP with extra constant modulus constraints problem by solving a series of subproblems with linear programming (LP) under extra constant modulus constraints. Under mild condition, the strong duality between the LP with extra constant modulus constraints and its dual problem is established. Then, by using the optimal solutions from the subproblems, the QCQP with extra constant modulus constraints problem is solved with a monotonically converged algorithm, and all converged solutions are K.K.T. points. As an application of the positive semidefinite quadratic form, the mean squared error (MSE) constrained hybrid beamforming is firstly proposed and solved in the past decades. As an application of the indefinite quadratic form, the signal-to-interference-plus-noise-ratio (SINR) constrained hybrid beamforming is solved. Simulation results show that the transmit power of the proposed method is similar to that of the semidefinite relaxation (SDR) method, while the computational time of proposed method is much faster than the SDR method.

Index Terms—QCQP, LP, Constant modulus, Unit modulus, MU-MIMO, MSE, SINR, Hybrid beamforming, Analog beamforming.

I. INTRODUCTION

The quadratically constrained quadratic programming (QCQP) problem is a well studied topic in mathematic programming [1]–[4]. The constant modulus constraint is a widely used constraint in signal processing, wireless communications, e.g., analog beamforming [5], hybrid beamforming [6], intelligent reflect surface (IRS) design [7], and the radar waveform design [8]. Therefore, the QCQP with extra constant modulus constraints problem has lots of real applications in 5G and 6G wireless communications.

In hybrid beamforming design, owing to the expensive radio frequency (RF) chains, the analog beamforming with constant modulus is a necessary requirement. The semidefinite relaxation (SDR) was proposed in [5] to tackle the constant modulus analog beamforming constraint. By minimizing the mean squared error (MSE), an efficient majorization-minimization (MM) method was proposed for analog beamforming [9], [10]. The gradient projection (GP) method was proposed to tackle the unit-modulus least squares problem, and the computational complexity is lower than the SDR method [11]. Another efficient method to tackle the unit-modulus quadratic problem is the alternating direction method of multipliers (ADMM) method, but the nonconvexity makes the theoretic convergence property generally not guaranteed [12]. To maximize the sum rate of the multi-user multiple-input multiple-output (MU-MIMO), an approximation based efficient hybrid beamforming scheme was proposed in [6]. Based on matrix factorization, the manifold optimization was proposed to tackle the constant modulus constraint [13]. For the mentioned different methods [5], [6], [9]–[13], they all tend to maximize a certain total performance indicator with only the constant modulus constraint. The QCQP problems with constant-modulus constraints was proposed in [14], but there is only one quadratic constraint and the result cannot be generalized to multiple quadratic constraints. With multiple signal-to-interference-plus-noise-ratio (SINR) constraints, the analog beamforming in [15] did not impose the constant modulus constraint, the SINR constraints are not satisfied in [16], [17], only the recent paper with the SDR method guaranteed the SINR constraints [18]. In fact, owing to the difficult of the QCQP with extra constant modulus constraints, the multiple quality of service (QoS) constrained analog beamforming is rare, while the QoS constrained digital beamforming methods are abundant [19]–[25]. This difficult is the motivation for us to tackle the general QCQP with extra constant modulus constraint, and apply to the QoS constrained analog beamforming.

In IRS design, the modulus of the reflecting element in IRS is usually fixed as one [26], [27]. The leading approach to tackle the unit-modulus constraint is the SDR method [26]–[31]. However, the computational complexity of the SDR approach is large, and the simple method only exists for special case with a single user [26], [27]. To reduce the computational complexity, the complex circle manifold (CCM) method was proposed to solve the unit-modulus constraint [7]. Moreover, the penalty dual decomposition (PDD) method was proposed in [32], [33]. Although the subproblem of the PDD method is simple, the inner and outer loops and the non-monotonic convergence behavior make the iteration number...
become large. Furthermore, the CCM and PDD methods are suitable for the problem without constraints except the unit-modulus constraint. With unit-modulus constraint and only one extra power transfer constraint, the MM method and successive convex approximation (SCA) method were proposed in [34]. With unit-modulus constraint and multiple QoS constraints, a convex relaxation based relax-and-retract method was proposed for the joint IRS and MU-MIMO transceiver design [35], which has lower computational complexity than that of the SDR method. Similar to the hybrid beamforming design, the difficulty of the joint multiple QoS constraints and constant modulus constraint arises again in IRS design.

In radar waveform design, the constant modulus constraint is generally required in radar waveform design owing to the efficient and cheap nonlinear power amplifier. The SDR method was proposed to tackle the constant modulus and similarity constraints [8], [36]. To reduce the computational complexity, the successive quadratic refinement method was proposed in [37], and the ADMM method was proposed in [38]. The most efficient method to tackle the constant modulus and $\ell_p$-norm based similarity constraint is the MM method [39]. However, when the similarity constraint is associated with the general $\ell_p$-norm, the constant modulus and $\ell_p$-norm similarity constraint becomes difficult again [40], [41].

In this paper, we propose to tackle the general QCQP with extra constant modulus constraints, and apply the obtained theory to QoS constrained hybrid beamforming. Firstly, the objective and constrained quadratic functions are approximated by their majorizers, which is a special upper bound. Under the constant modulus constraints, the subproblems become the linear programming (LP) problem with extra constant modulus constraints. By proving the strong duality, the optimal solution of LP with extra constant modulus constraints is obtained under mild condition. With optimal subproblem solutions, the objective value of QCQP with extra constant modulus constraints is monotonically converged, and all converged solutions are K.K.T. points of the original problem. Therefore, the theoretic contributions of the paper are summarized as follows.

- The strong duality between the LP problem with extra constant modulus constraints and its dual problem is established under mild condition.
- The QCQP with extra constant modulus constraints is tackled by solving a series of LP problem with extra constant modulus constraints, the objective value of the proposed method is monotonically converged, and all converged solutions are K.K.T. points of the original problem.

By using the obtained theory, we proposed to solve the QoS constrained hybrid beamforming in wireless communications. As an application in terms of positive semidefinite quadratic form, the MSE constrained hybrid beamforming is solved for the mmWave MU-MIMO system. As an application in terms of indefinite quadratic form, the SINR constrained hybrid beamforming is solved for the mmWave multi-user multiple-input single-output (MU-MISO) system. The transmit power of the proposed two schemes are monotonically converged. Simulation results show that the computational time of proposed method is much smaller than the SDR method, while the transmit power is similar to that of the SDR method. Therefore, the contributions of the real applications are summarized as follows.

- For positive semidefinite quadratic form, the first MSE constrained hybrid beamforming is proposed and solved in the past decades.
- For indefinite quadratic form, the SINR constrained hybrid beamforming is solved.

Note that the proposed theory was also applied to the MSE constrained IRS design [42].

Notation: In this paper, $\mathbb{E}(\cdot)$, $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^H$ denote statistical expectation, transposition, conjugate and Hermitian, respectively. The $\|\cdot\|_2$ denotes the norm of a vector, and $\|\cdot\|_F$ stands for the Frobenius norm of a matrix. The notation $\text{Tr}(\mathbf{A})$ is the trace of a square matrix $\mathbf{A}$, and $\text{vec}(\mathbf{G})$ is to vectorize the matrix $\mathbf{G}$ into a column vector. The notation $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$ stand for the real part and the imaginary part of a complex number, respectively. The notation $\otimes$ and $\oplus$ stand for the Kronecker product and the direct sum of different matrices, respectively. For a vector $\mathbf{\theta}$, $\mathbf{\theta}(n)$ is the $n$-th element of $\mathbf{\theta}$. For a matrix $\mathbf{G}$, $G(i,j)$ is the element from the $i$-th row and $j$-th column of $\mathbf{G}$. For positive semidefinite matrix $\mathbf{\Sigma}$, we have $\mathbf{\Sigma} = \mathbf{\Sigma}^\frac{1}{2} \mathbf{\Sigma}^\frac{1}{2} \mathbf{I}_K$ is a $K \times K$ identity matrix. The elements in $\text{arg}(z)$ are the phases of the input complex vectors. The special notation $\mathbf{p} \neq 0$ means that all elements in $\mathbf{p}$ are not zero.

II. QCQP WITH EXTRA CONSTANT MODULUS CONSTRAINTS

The QCQP with extra constant modulus constraints problem is

$$\min_{\mathbf{x}} \quad f_0(\mathbf{x})$$
\[\text{s.t.} \quad f_k(\mathbf{x}) \leq 0, \quad \forall k \in [1,K], \quad |x(n)| = 1, \quad \forall n \in [1,N], \quad (1)\]

where the quadratic functions are $f_k(\mathbf{x}) := \mathbf{x}^H \mathbf{Q}_k \mathbf{x} + 2 \text{Re}(\mathbf{p}_k^H \mathbf{x}) + c_k$, $k \in [0, 1, \cdots, K]$, $\mathbf{Q}_k = \mathbf{Q}_k^H \in \mathbb{C}^{N \times N}$, $\mathbf{p}_k \in \mathbb{C}^{N \times 1}$, $c_k \in \mathbb{R}$, and the complex decision variable is $\mathbf{x} \in \mathbb{C}^{N \times 1}$.

For the nonconvex problem (1), the SDR method can be used to tackle it. However, the SDR method with a fixed randomization number is not guaranteed to provide feasible solution, and the computational complexity order $\mathcal{O}(N^{6.5})$ is large. The proposed method is to tackle problem (1) sequentially. In particular, the majorizer (a special upper bound function) of the objective function is used to approximate the objective function, and the majorizers of the quadratic constraints are used to approximate the constraint functions. Firstly, with a feasible solution $\mathbf{x}_1$ in the problem (1), one majorizer of the quadratic term is constructed as [43, e.g. (26)]

$$\mathbf{x}^H \mathbf{Q}_k \mathbf{x} \leq 2 \text{Re}(\mathbf{x}^H (\mathbf{Q}_k - t_k \mathbf{I}) \mathbf{x}_1) + t_k \mathbf{x}^H \mathbf{I} \mathbf{x} + \mathbf{x}^H (t_k \mathbf{I} - \mathbf{Q}_k) \mathbf{x}_1 \quad (2)$$

where $t_k \mathbf{I} \succeq \mathbf{Q}_k$. A computational efficient way to choose $t_k$ is illustrated in Appendix A.
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where the majorizers \( \{ \bar{f}_k(x) \} \) are linear functions of \( x \).
After those constructions, the problem (1) can be solved
by the proposed method in Algorithm 1 with a series of
subproblems,

\[
\begin{align*}
\min_{x} & \quad \bar{f}_0(x) \\
\text{s.t.} & \quad \bar{f}_k(x) \leq 0, \forall k \in [1, K] \\
& \quad |x(n)| = 1, \forall n \in [1, N],
\end{align*}
\]
(4)
which is a linear programming (LP) problem with extra
constant modulus constraints. Strictly speaking, the proposed
method is a combination of MM method [43], [44] and the
inner approximation algorithm [45]. Since the objective function
of problem (4) is an upper bound of that of problem (1), and
the feasible set of problem (4) is a subset of that of problem
(1), the proposed method is called as inner majorization-
minimization (iMM) method.

The property of the objective values of problems (1) and (4)
is described as follows.

Lemma 1. If the problem (1) is feasible, the problem (4) is
feasible, and the objective values of the problems (1) and (4)
are bounded.

Proof. Since one special property of the majorizer function is
\( f_k(x_i) = \bar{f}_k(x_i) \) under \( |x(n)| = 1 \) if the problem (1)
is feasible, the subproblem (4) is feasible. Owing the constant
modulus constraints on the decision variable \( x \), the feasible
sets of problems (1) and (4) are compact. The quadratic
function \( f_0(x) \) and linear function \( \bar{f}_0(x) \) with bounded input
lead to bounded output.

The property in Lemma 1 is a necessary component for our
convergence analysis and strong duality results.

The subproblem (4) can be solved by its Lagrange dual
problem,

\[
\begin{align*}
\sup_{\{ \nu_k \geq 0 \}_{k=1}^K} \min_{\{ |x(n)| = 1 \}_{n=1}^N} & \quad \bar{f}_0(x) + \sum_{k=1}^K \nu_k \bar{f}_k(x), \tag{5}
\end{align*}
\]
where \( \{ \nu_k \}_{k=1}^K \) are the Lagrange dual variables and \( \nu = [\nu_1, \nu_2, \ldots, \nu_K]^T \), since the Lagrange in (5) is a linear function
of \( x \), the optimal dual function is obtained at

\[
x(\nu) = \exp \left( \sqrt{-1} \arg \left( \sum_{k=1}^K (t_k I - Q_k)x_i - p_k |\nu_k \right)
+ (t_0 I - Q_0)x_i - p_0 \right) \right), \tag{6}
\]
Therefore, the dual problem (5) is equivalent to

\[
\begin{align*}
\sup_{\{ \nu_k \geq 0 \}_{k=1}^K} & \quad \bar{f}_0(x(\nu)) + \sum_{k=1}^K \nu_k \bar{f}_k(x(\nu)), \tag{7}
\end{align*}
\]
where

\[
\bar{f}_k(x(\nu)) = 2 \text{Re}(x^H [(Q_k - t_k I)x_i + p_k]) + c_k, \tag{8}
\]
and \( k \in [0, 1, \ldots, K] \).
We claim that some optimal solution \( \{ \nu_k \}_{k=1}^K \) of problems
(5) and (7) comes from the solution of the equations,

\[
x(\nu) = \exp \left( \sqrt{-1} \arg \left( \sum_{k=1}^K (t_k I - Q_k)x_i - p_k |\nu_k \right)
+ (t_0 I - Q_0)x_i - p_0 \right) \right), \tag{9}
\]
and

\[
0 \leq \nu_k \leq \infty, \quad \bar{f}_k(x(\nu)) \leq 0, \forall k \in [1, K], \tag{10}
\]
\( \nu_k \bar{f}_k(x(\nu)) = 0, \forall k \in [1, K] \). \tag{11}

The conditions (9) to (11) are used to enforce strong duality
between the nonconvex primal problem (4) and its dual
problem (7). In general, strong duality between a nonconvex
(even convex) primal problem and its dual problem does not
hold. However, we will show that strong duality between the LP
with extra constant modulus constraints and its dual problem
holds at a certain condition.

Proposition 1. If the solution of the equations (9) to (11)
exists, then the strong duality between the nonconvex primal
problem (4) and its dual problem (7) is held, and all solutions
in (9) to (11) are optimal solutions of the problem (4).

Proof. Since the solution \( \{ \nu_k \}_{k=1}^K \) in (9) to (11) exist, it has
to be a subset of \( \{ \nu_k \geq 0 \}_{k=1}^K \). Therefore, we can take the solution
\( \{ \nu_k \}_{k=1}^K \) in (9) to (11) into the problem (7), a dual
objective value is achieved as

\[
\begin{align*}
\sup_{\{ \nu_k \}_{k=1}^K} & \quad \bar{f}_0(x(\nu)) + 0 \\
\text{s.t.} & \quad 0 \leq \nu_k \leq \infty, \quad \bar{f}_k(x(\nu)) \leq 0, \forall k \in [1, K], \\
& \quad \nu_k \bar{f}_k(x(\nu)) = 0, \forall k \in [1, K], \tag{12}
\end{align*}
\]
which equals to one objective value of the primal problem (4).
Therefore, the existence of the solution in (9) to (11) implies
the strong duality.

---

**Algorithm 1**  

iMM method for QCQP with extra constant modulus constraints (1).

1: initialization: set \( i = 0 \), \( x_i \) is a feasible solution in (1).
2: repeat
3: \hspace{0.5cm} Find optimal solution \( x \) in problem (4), set \( i = i + 1 \),
   let \( x_i = x \).
4: until \( (f_0(x_{i-1}) - f_0(x_i))/f_0(x_i) \leq \epsilon_1 \)
Since any dual objective value under the exist solution in (9) to (11) equals to the primal objective value in problem (4), and the optimal values of problems (4) and (7) are unique, then all solutions in (9) to (11) are optimal solutions of the problem (4).

The condition (9) seems to be always exist, but it is undetermined at the following cases with \( \nu_k = \infty \).

1) \( \nu_k = \infty \) and any element in \((t_k I - Q_k)x_i - p_k\) is zero.

2) The number of \( \nu_k = \infty \) is larger than or equal to two.

Note that if only one \( \nu_k = \infty \) and all elements in \((t_k I - Q_k)x_i - p_k\) are not zero, which is represented as \((t_k I - Q_k)x_i - p_k \neq 0\) for notational simplicity, then (9) exists and \( \lim_{\nu_k \to \infty} x(\nu) = \exp(j \arg((t_k I - Q_k)x_i - p_k)). \)

Although Proposition 1 suggest a possible way to solve the primal problem (4), solving the nonlinear equations in (9) to (11) is very difficult and the existence is also unknown. To tackle the dual problem, we propose to solve \( \{\nu_k\}_{k=1}^K \) one by one with the coordinate ascend method, i.e., optimizing \( \nu_k \) with other \( \nu^i \{i \neq k\} \) being fixed,

\[
\sup_{\nu_k \geq 0} \{O_k(x(\nu)) + \sum_{k=1}^{K} \nu_k \bar{f}_k(x(\nu)).
\]

We claim that some optimal solution \( \nu_k \) of the problem (13) comes from the solution of the equations,

\[
x(\nu) = \exp\left(\sqrt{-1} \arg\left(\sum_{k=1}^{K} (t_k I - Q_k)x_i - p_k)\nu_k\right)
+ (t_0 I - Q_0)x_i - p_0\right),
\]

\[
0 \leq \nu_k \leq \infty, \quad \bar{f}_k(x(\nu)) \leq 0,
\]

\[
\nu_k \bar{f}_k(x(\nu)) = 0.
\]

Before to prove the above statement, we need the following lemma.

**Lemma 2.** If \( \lim_{\nu_k \to \infty} \bar{f}_k(x(\nu)) = 0 \), \( \{\nu_k\}_{i \neq k} \) are finite, and \((t_k I - Q_k)x_i - p_k \neq 0\), then \( \lim_{\nu_k \to \infty} \nu_k \bar{f}_k(x(\nu)) = 0 \).

**Proof.** See Appendix B.

The limit result in Lemma 2 is the result of the special structure of the LP with extra constant modulus constraints in the problem (4). By using Lemma 2, the optimal solution of the dual subproblem (13) is obtained as follows.

**Proposition 2.** If the problem (1) is feasible, \( \{\nu_k\}_{i \neq k} \) are finite, and \((t_k I - Q_k)x_i - p_k \neq 0\), the solutions in the equations (14) to (16) exist and they are the optimal solutions of the problem (13).

**Proof.** Since the problem (1) is feasible and the subproblem (4) is constructed at a feasible solution, the primal problem (4) is feasible and its objective value is upper bounded due to Lemma 1. According to the weak duality theorem, the dual problem (13) is also upper bounded. Therefore, the following condition has to be satisfied,

\[
\lim_{\nu_k \to \infty} \bar{f}_k(x(\nu)) \leq 0.
\]

Otherwise, the condition \( \lim_{\nu_k \to \infty} \bar{f}_k(x(\nu)) > 0 \) leads to the result with \( \lim_{\nu_k \to \infty} \nu_k \bar{f}_k(x(\nu)) = \infty \), which contradicts the bounded property of dual problem (13). Therefore, the result in (17) means the existence of (15). Furthermore, the conditions \((t_k I - Q_k)x_i - p_k \neq 0\), finite \( \{\nu_k\}_{i \neq k} \), and the result in (17) means the existence of (14) and (15).

After proving the existence of (14) and (15), the existence of (16) is proved as the following three steps.

1) If \( \bar{f}_k(x(\nu))\}_{\nu_k = 0} \leq 0 \), then \( \nu_k = 0 \) is the solution of (14) to (16).

2) Otherwise, if \( \lim_{\nu_k \to \infty} \bar{f}_k(x(\nu)) = 0 \), then \( \nu_k = \infty \) is the solution of (14) to (16) due to Lemma 2.

3) Otherwise, the conditions \( \bar{f}_k(x(\nu))\}_{\nu_k = 0} > 0 \) and \( \lim_{\nu_k \to \infty} \bar{f}_k(x(\nu)) < 0 \) ensure that there exist a finite \( \nu_k \) such that \( \bar{f}_k(x(\nu)) = 0 \), owing to the continuity of the function \( \bar{f}_k(x(\nu)) \).

Therefore, the three steps proof means that the solution of (14) to (16) exists.

From (4) to (5), we know that the problem (13) is the dual problem of the following constructed primal problem,

\[
\min_x \bar{f}_0(x) + \sum_{i=1,i \neq k}^{K} \nu_i \bar{f}_i(x)
\]

s.t. \( \bar{f}_k(x) \leq 0,\]

\( x(n) = 1,\quad \forall n \in [1, N]. \)

(18)

Since the solution \( \nu_k \) in (14) to (16) exists, and they are a subset of \( \{\nu_k \geq 0\} \), we can take the solution in (14) to (16) into the problem (13), a dual objective value is achieved as

\[
\sup_{\nu_k} \bar{f}_0(x(\nu)) + \sum_{i=1,i \neq k}^{K} \nu_i \bar{f}_i(x(\nu))
\]

s.t. \( 0 \leq \nu_k \leq \infty, \quad \bar{f}_k(x(\nu)) \leq 0,\]

\( \nu_k \bar{f}_k(x(\nu)) = 0, \)

which equals to one objective value of the primal problem (18). Therefore, the strong duality between the primal problem (18) and dual problem (13) is held, and the optimal solution is obtained from (14) to (16) owing to the same reason in the proof of Proposition 1.

Although the existence of the solution in (14) to (16) is proved in in Proposition 2, we need the following lemma to efficiently compute the solution in (14) to (16).

**Lemma 3.**

1) \( \bar{f}_k(x(\nu)) \) is a monotonic nonincreasing function of \( \nu_k \) if \( \{\nu_i\}_{i \neq k} \) are finite.

2) \( \bar{f}_k(x(\nu)) \) is a strictly decreasing function of \( \nu_k \) if \( \{\nu_i\}_{i \neq k} \) are finite, \( \{(t_k I - Q_k)x_i - p_k\}_{k=1}^{K} \neq 0 \).


Algorithm 2 K-bisection method to find $x(\nu)$ in (5).

1: initialization: set $i_2 = 0$ and use the latest $\nu$ as $\nu[0]$, otherwise $\nu[0] = [0, 0, \cdots, 0]$. For notational simplicity, $\mathcal{J}_k(x(a))$ with scalar input $a$ means $\mathcal{J}_k(x(\nu))|_{\nu_k = a}$.
2: repeat
3: for each $k \in [1, K]$ do
4: if $\mathcal{J}_k(x(\nu)) \leq 0$, then
5: $\nu_k = 0$
6: else if $|\nu_k| \leq \epsilon$ then
7: $\nu_k = \infty$. Stop Algorithm 2.
8: else
9: Let $\nu_k^0 = 0, \nu_k^0 = 1$
10: if $\mathcal{J}_k(x(\nu)) \leq 0$ then
11: $\nu_k^1 = 1$
12: else
13: repeat
14: $\nu_k^u = 2\nu_k^u$
15: until $\mathcal{J}_k(x(\nu_k^u)) \leq 0$
16: $\nu_k^i = \nu_k^u / 2$
17: end if
18: end if
19: repeat
20: Let $\nu_k = \frac{\nu_k^0 + \nu_k^1}{2}$. If $\mathcal{J}_k(x(\nu_k)) > 0$, then $\nu_k = \nu_k^0$. Otherwise, $\nu_k^u = \nu_k$.
21: until $|\mathcal{J}_k(x(\nu_k)) + \epsilon/2| \leq \epsilon/2$
22: end for
23: Let $\nu[i_2 + 1] = [\nu_1, \nu_2, \cdots, \nu_K, h[i_2], h[i_2] = T_0(x(\nu[i_2])) + \sum_{k=1}^K \nu_k[i_2] \mathcal{J}_k(x(\nu[i_2]))$ ] and set $i_2 = i_2 + 1$
24: until $(h[i_2] - h[i_2 - 1])/h[i_2] \leq \epsilon_2$

Proof. See Appendix C

By using the monotonic property of Lemma 3 and the three steps existence proof of Proposition 2, the $\nu_k$ in (14) to (16) can be found via the bisection method with a finite iteration number. The coordinate ascend method with K-bisections to solve the the dual problem (7) is described in Algorithm 2, where the precondition becomes that all elements of $\{(i_kI-N_k)x_i - p_k\}_{i=1}^K$ are not zero. The useful conditions (assumptions) of this paper are summarized as follows.

Assumption 1. $\{(i_kI-N_k)x_i - p_k \neq 0 \}_{i=1}^K \subseteq \forall$.

Assumption 2. For any $k \in [1, \cdots, K]$, $\{(i_kI-N_k)x_i - p_k\}^{\nu_k+N_k}_{i=1, i \neq k} \subseteq \forall \nu_k \geq 0$.

Under Assumption 1, the optimal solution of the dual subproblem (13) guarantees that the objective value of the dual problem (7) is monotonically nondecreasing, i.e.,

$$\mathcal{J}_0(x(\nu[i_2 - 1])) + \sum_{k=1}^K \nu_k[i_2 - 1] \mathcal{J}_k(x(\nu[i_2 - 1]))$$

$$\leq \mathcal{J}_0(x(\nu[i_2])) + \sum_{k=1}^K \nu_k[i_2] \mathcal{J}_k(x(\nu[i_2]))$$

where $i_2$ is the iteration number in Algorithm 2. Furthermore, the dual problem (7) is upper bounded due to the weak duality theorem and the bounded primal problem in Lemma 1. Therefore, Algorithm 2 is guaranteed to converge, i.e.,

$$\lim_{i_2 \to \infty} \mathcal{J}_0(x(\nu[i_2 - 1])) + \sum_{k=1}^K \nu_k[i_2 - 1] \mathcal{J}_k(x(\nu[i_2 - 1]))$$

$$= \lim_{i_2 \to \infty} \mathcal{J}_0(x(\nu[i_2])) + \sum_{k=1}^K \nu_k[i_2] \mathcal{J}_k(x(\nu[i_2]))$$.

Under Assumptions 1 and 2, Lemma 3 makes the K-bisection results in Algorithm 2 being unique, i.e., the optimal solutions in dual subproblems (13) are unique according to Proposition 2. Therefore, the Algorithm 2 converges with strict inequalities in (20) until the converge condition (21) happens under the unique constraint: $\nu[i_2 - 1] = \nu[i_2]$. Therefore, all the equations in (9) to (11) are simultaneously satisfied, and the optimal solution of the primal problem (4) is obtained as $x(\nu)$ according to Proposition 1.

To tackle the QCQP and LP with extra constant modulus constraint, the major theorem of the proposed iMM method is summarized as follows.

**Theorem 1.** If $x_0$ is a feasible solution of (1), under Assumptions 1 and 2, we have

1) The optimal solution of the LP with extra constant modulus constraint problem (4) is obtained from the the limit solution of the K-bisection method in Algorithm 2.

2) The QCQP with extra constant modulus constraint problem (1) is tackled by the iMM method in Algorithm 1 (with Algorithm 2 as the subproblem solver), which has a monotonic nonincreasing convergence property.

Proof. For point 1, the LP with extra constant modulus constraint problem (4) is tackled by its dual problem (7). The strong duality between problems (4) and (7) is hold under the conditions (9) to (11). Under Assumption 1, by proving the existence of (14) to (16), the strong duality ensures that the optimal solution of the dual subproblem (13) is obtained. By using the dual coordinate ascend method, the dual objective values in (7) are monotonically decreasing. Since the primal problem (4) is feasible and bounded, its dual problem (7) is also bounded. Therefore, the dual coordinate ascend method converges. Under Assumptions 1 and 2, Lemma 3 makes the objective value of the dual coordinate ascend process strictly increasing until it converges with $\nu[i_2 - 1] = \nu[i_2]$. Therefore, the conditions in (9) to (11) are simultaneously satisfied, and the strong duality hold between the problems (4) and (7) according to Proposition 2, i.e., the optimal solution of problem (4) is found.

For point 2, with the optimal solution of the subproblem (4), the problem (1) can be solved by the iMM method in Algorithm 1, which is guaranteed to be monotonically converged, as proved below Lemma 1.

For the converged solution, its property is summarized as follows.

1) In theoretic analysis, the optimal solution is obtained with terminate threshold $\epsilon = \epsilon_2 = 0$, and there is no numeric error.
Theorem 2. All converged solutions are the K.K.T. points of the problem (1). In particular, the properties of some special converged solutions are summarized as follows.

1) If \( \nu_k = \infty \), the converged solution is a boundary solution of the original problem (1).
2) If \( t_0 = 0, Q_0 = 0 \) and the converged solution \( x^* \) satisfies the conditions \( \{ \mathcal{J}_k(x^*) \} < 0 \), the converged solution is a local optimum of the original problem (1).
3) If \( \{ t_k = 0, Q_k = 0 \} \), the converged solution is a Boulingand stationary point of the problem (1).

Proof. We first prove the K.K.T. result. The K.K.T. conditions of the problem (4) are

\[
- \left( \nabla \mathcal{J}_k(x) + \sum_{k=1}^{K} \nu_k \nabla \mathcal{J}_k(x) \right) \in \mathcal{N}_C(x),
\]

\[
0 \leq \nu_k \leq \infty, \quad \mathcal{J}_k(x) \leq 0, \quad \forall k \in [1, K],
\]

\[
\nu_k \mathcal{J}_k(x) = 0, \quad \forall k \in [1, K].
\]

where \( C := \{ x | x(n) = 1, \forall n \in [1, N] \} \) and \( \mathcal{N}_C(x) \) is the normal cone of \( C \) at \( x \). It is clear that the conditions (9) to (11) are one of the K.K.T. conditions of the problem (4).

Let the converged solution be denoted as \( x^* \). The majorizer function \( \mathcal{J}_k(x) \) in (3) has the following properties at the converged solution \( x^* \),

\[
\mathcal{J}_k(x^*) = f_k(x^*), \quad \forall k \in [0, 1, \ldots, K],
\]

\[
\nabla \mathcal{J}_k(x^*) = \nabla f_k(x^*), \quad \forall k \in [0, 1, \ldots, K],
\]

Therefore, the converged solution \( x^* \) satisfies the K.K.T. conditions of problems (4) and (1) at the same time.

For part 1, the terminate criterion \( \nu_k = \infty \) in the step 7 of Algorithm 2 is very special. That happens when \( \lim_{k \to \infty} \mathcal{J}_k(x^*(\nu)) = 0 \), and note that the precondition is that \( (t_k I - Q_k)x_i - p_k \neq 0 \), then \( \lim_{\nu_k \to \infty} x^*(\nu) = \exp(j \arg((t_k I - Q_k)x_i - p_k)) \), which is the unique minimal point of \( \mathcal{J}_k(x) \). Therefore, the \( k \)-th linear constraint of problem (4) is strictly feasible, and the feasible set is a singleton, which has to be \( x_i \) itself. Since the majorizer has the property \( f_k(x_i) = \mathcal{J}_k(x_i) \), then \( f_k(x_i) = 0 \), i.e., the returned solution \( x_i \) (or \( \lim_{\nu_k \to \infty} x^*(\nu) \) or \( \exp(j \arg((t_k I - Q_k)x_i - p_k)) \)) is a boundary solution of the original problem (1).

For part 2, we first denote the feasible sets of problems (1) and (4) as \( \mathcal{X} \) and \( \mathcal{X}^* \), and let \( B(x^*, \epsilon_0) \) be the local area of \( x^* \), i.e., \( B(x^*, \epsilon_0) := \{ x | \| x - x^* \| \leq \epsilon_0 \} \). Firstly, we have the conclusion that \( \mathcal{X} \subseteq \mathcal{X}^* \) due to the upper bound construction in (3). Secondly, since \( \{ \mathcal{J}_k(x^*) \} < 0 \), we have the following results,

\[
\{ f_k(x^*) < 0 \} \cap \mathcal{X},
\]

\[
\exists \epsilon_0 > 0 : B(x^*, \epsilon_0) \cap \mathcal{X} = B(x^*, \epsilon_0) \cap \mathcal{X},
\]

i.e., the changes from the small feasible set \( \mathcal{X} \) to the larger feasible set \( \mathcal{X}^* \) does not change the local feasible set of \( x^* \) in (28). Furthermore, since \( x^* \) is the global optimal solution over the set \( \mathcal{X} \) with cost function \( \mathcal{J}_0(x) \), then \( x^* \) is the local optimal solution over the sets \( \mathcal{X} \) and \( \mathcal{X}^* \) with cost function \( f_0(x) \), which is identical to the cost function \( \mathcal{J}_0(x) \) due to the condition \( t_0 = 0, Q_0 = 0 \).

For part 3, the condition \( \{ t_k = 0, Q_k = 0 \} \) makes the feasible sets in (1) and (4) become identical. Therefore, the proposed iMM method is degenerated to the classic MM method [43], [44], [46], instead of the inner approximation method [45]. Since the feasible set is a nonconvex set, the converged solution is a Boulingand stationary point of the problem (1) [46], [47].

A special case in Theorem 1 is \( \{ t_k = 0, Q_k = 0 \} \), which makes the problem (1) degenerate to the quadratic programming (QP) with linear and constant modulus constraints. A closed-form solution can be obtained from the conditions (9) to (11) when the problem is further degenerated to QP with constant modulus constraints.

Theorem 3. (of the Alternative) Let \( \{ t_k = 0, Q_k = 0, p_k = 0 \} \). Either the problem (1) is infeasible, or the problem (4) is feasible with closed-form solution \( x = \exp(\sqrt{-1} \arg((t_0 I - Q_0)x_0 - p_0)) \), but not both.

Proof. When \( \{ t_k = 0, Q_k = 0, p_k = 0 \} \), all the quadratic constraints in (1) and linear constraints in (4) become \( \{ c_k \leq 0 \} \). If those constant constraints are satisfied, the problems (1) and (4) are both feasible. Otherwise, the problems (1) and (4) are both infeasible. Therefore, both alternatives cannot happen at the same time.

If the problem (4) is feasible under the condition \( \{ t_k = 0, Q_k = 0, p_k = 0 \} \), it is easy to check that the solutions \( \{ \nu_k = 0 \} \) satisfy all the conditions in (9) to (11). Therefore, according to Proposition 1, the strong duality makes the solution \( x(\nu)_{| \nu_k = 0} \) be the optimal solution of the problem (4).

Assumptions 1 and 2 seem to be strong conditions, but they are mild conditions as explained in Appendix D. Since the bisection iteration in Algorithm 2 needs to evaluate the inner product in (8), its computational complexity order is \( O(N^2) \). If the SDR method is used to tackle the problem (1), its computational complexity order is \( O(N^{6.5}) \).

III. APPLICATION WITH POSITIVE SEMIDEFINITE QUADRATIC FORM: MSE CONSTRAINED HYBRID BEAMFORMING

A. System Model of Hybrid Beamforming in mmWave MIMO

The MU-MIMO transceiver design with hybrid beamforming in downlink communication system is illustrated in Fig. 1. The base station (BS) is equipped with \( N \) transmit antennas, there are \( K \) active users, and the \( k \)-th user is equipped with \( M_k \) antennas. The shorter wavelength at mmWave frequencies enables more antennas to be packed in BS and user equipments, the transmit antenna number \( N \) is generally large, while expensive radio frequency (RF) chain makes the RF chain number \( N_A \) at BS is small, i.e., \( N_A \ll N \). Similarly, the RF chain number at the \( k \)-th user \( M_A_k \) is smaller than the receiver antenna number \( M_k \). Therefore, the transmitter
Fig. 1. Hybrid Beamforming in MU-MIMO communication system.

is divided as digital transmitter $G_D \in \mathbb{C}^{N_A \times L}$ and analog transmitter $G_A \in \mathbb{C}^{N \times N_A}$, and the $k$-th receiver is divided into digital receiver $F_{D_k} \in \mathbb{C}^{L_k \times M_k}$ and analog receiver $F_{A_k} \in \mathbb{C}^{M_k \times M_k}$. The $L_k$ independent data streams are transmitted to the $k$-th user, and the total data stream number is $\sum_{k=1}^{K} L_k = L$. The necessary conditions to guarantee data recovery in MU-MIMO system are

$$L_k \leq \min\{M_A, M_k\}, \quad L \leq \min\{N_A, N\}. \quad (29)$$

Let $s \in \mathbb{C}^{L \times 1}$ be the transmitted symbol with zero-mean and $\mathbb{E}\{ss^H\} = I_L$, the received signal at the $k$-th mobile user is

$$y_k = H_k G_A G_D s + n_k, \quad (30)$$

where $H_k$ is the channel from BS to the $k$-th user, and the noise $n_k$ is circularly-symmetric complex Gaussian, its distribution information is described as $n_k \sim \mathcal{CN}(0, \Sigma_k)$ with covariance matrix $\Sigma_k > 0$.

At the $k$-th mobile user’s receiver, the analog receiver $F_{A_k} \in \mathbb{C}^{M_k \times M_k}$ and digital receiver $F_{D_k} \in \mathbb{C}^{L_k \times M_k}$ are used to filter the received signal $y_k$. Then the recovered $L_k \times 1$ data stream is

$$\hat{s}_k = F_{D_k} F_{A_k} H_k G_A G_D s + F_{D_k} F_{A_k} n_k. \quad (31)$$

Since the transmitted data $s$ is independent of the noise $n_k$, the symbol detection MSE of the $k$-th user is

$$\text{MSE}_k = \mathbb{E}_{s,n_k} \{\text{Tr}\{(D_k s - \hat{s}_k) (D_k s - \hat{s}_k)^H\}\},$$

$$= \|F_{D_k} F_{A_k} H_k G_A G_D - D_k\|_F^2 + \|F_{D_k} F_{A_k} \Sigma_k\|_F^2, \quad (33)$$

where the matrix $D_k = [0_{L_k \times L_{k-1}}, I_{L_k}, 0_{L_k \times \sum_{i=k+1}^{K} L_i}] \in \mathbb{R}^{L_k \times L}$ is to select the $k$-th user’s data streams.

The MSE constrained hybrid beamforming is to minimize the transmit power at the BS, subject to $K$ users’ MSE requirements and the constant modulus constraints on analog transmitter and analog receivers, i.e.,

$$\min_{G_D, G_A, \{F_{A_k}, F_{D_k}\}_{k=1}^K} \|G_A G_D\|_F^2$$

s.t. MSE$_k \leq \varepsilon_k$, $\forall k$,

$$|G_A(i,j)| = 1, \quad \forall i, j,$$

$$|F_{A_k}(i,j)| = 1, \quad \forall i, j, k, \quad (34)$$

where $\varepsilon_k > 0$ is the $k$-th user’s MSE target.

Note that the problem (34) is a hard nonconvex problem, the block coordinate descent (BCD) methodology is used to find $G_D, G_A, \{F_{A_k}, F_{D_k}\}_{k=1}^K$ sequentially. The BCD methodology requires an initial $G_A, \{F_{A_k}, F_{D_k}\}_{k=1}^K$ to make the problem (34) feasible. Therefore, we propose a simple initialization scheme: the phases of elements in $G_A, \{F_{A_k}\}_{k=1}^K$ are generated uniformly and independently in $[0, 2\pi]$, and the digital receivers are

$$\{F_{D_k} = \frac{\varepsilon_k}{2\text{Tr}(F_{A_k} \Sigma_k F_{A_k}^H)} I_{M_A k} (1 : L_k, :)\}_{k=1}^K, \quad (35)$$

where $I_{M_A k} (1 : L_k, :)$ is a matrix filled with the first $L_k$ rows of identity matrix $I_{M_A k}$.

The majorizers of the cost function and constraint functions are generated uniformly and independently in $[0, 2\pi]$, and the digital receivers are

$$\{F_{D_k} = \frac{\varepsilon_k}{2\text{Tr}(F_{A_k} \Sigma_k F_{A_k}^H)} I_{M_A k} (1 : L_k, :)\}_{k=1}^K, \quad (35)$$

where $I_{M_A k} (1 : L_k, :)$ is a matrix filled with the first $L_k$ rows of identity matrix $I_{M_A k}$.

A. Analog Transmitter Design with iMM

With digital transmitter and receivers being fixed, the optimal analog transmitter is obtained from

$$\min_{G_A} \|G_A G_D\|_F^2$$

s.t. $\|F_{D_k} F_{A_k} H_k G_A G_D - D_k\|_F^2 + \|F_{D_k} F_{A_k} \Sigma_k\|_F^2 \leq \varepsilon_k$, $\forall k$,

$$|G_A(i,j)| = 1, \quad \forall i, j, \quad (36)$$

which is a QCQP with extra constant modulus constraints, and the cost and constraint functions are positive semidefinite quadratic forms on analog transmitter $G_A$. Therefore, the proposed method in Section II can be applied.

To get the vectorized quadratic form, the objective function is reformulated as,

$$\|G_A G_D\|_F^2 = \|\text{vec}(G_A G_D)\|_2^2$$

$$= \|G_D^T \otimes I_N\|_2^2 \quad (37)$$

where $g := \text{vec}(G_A)$. Similarly, the first term of the MSE function in (33) is reformulated as

$$\|F_{D_k} F_{A_k} H_k G_A G_D - D_k\|_F^2 \quad (39)$$

$$= \|\text{vec}(F_{D_k} F_{A_k} H_k G_A G_D - D_k)\|_2^2$$

$$= \|G_D^T \otimes (F_{D_k} F_{A_k} H_k)\|_2^2 \quad \text{vec}(G_A) - \text{vec}(D_k)\|_2^2 \quad (41)$$

$$= \|C_k g - d_k\|_2^2 \quad (42)$$

where $d_k := \text{vec}(D_k)$. Therefore, the problem (36) is the same as

$$\min_{g} \|G_D^T \otimes I_N g\|_2^2$$

s.t. $\|C_k g - d_k\|_2^2 + \|F_{D_k} F_{A_k} \Sigma_k\|_F^2 \leq \varepsilon_k$, $\forall k$,

$$|g(n)| = 1, \quad \forall n \in [1, N_A N], \quad (43)$$

The majorizers of the cost function and constraint functions are illustrated as follows. Firstly,

$$\|G_D^T \otimes I_N g\|_2^2 = g^H (G_D^T \otimes I_N) g \quad (44)$$

$$\|C_k g - d_k\|_2^2 = g^H C_k^H C_k g + \|d_k\|_2^2 - 2\text{Re}(g^H C_k^H d_k).$$

$$\quad (45)$$
Algorithm 3 iMM method to find analog transmitter $G_A$ in problem (36).

1: initialization: set $i = 0$, $g_i$ is the latest feasible solution
2: repeat
3: Use Algorithm 2 to find $g(ν)$ in (50) to (52), and denote the objective value of problem (43) as $f[i+1]$. Set $i = i + 1$, let $g_i = g(ν)$.
4: until $i ≥ 2$ and $(f[i-1] - f[i])/f[i] ≤ ε_3$

Secondly, at the latest feasible point $g_i$, one majorizer is constructed as [43, e.q. (26)]

$$g^H(G_D^T ⊕ I_N)g ≤ 2Re(g^H(G_D^T ⊕ I_N - t_0 I)g_i) + t_0 g^H I g_ĩ + g^H (t_0 I - G_D^T ⊕ I_N)g_i$$

(46)

$$g^H C_k^H C_k g ≤ 2Re(g^H(C_k^H C_k - t_k I)g_i) + t_k g^H I g_ĩ + g^H (t_k I - C_k^H C_k)g_i,$$

(47)

where $t_0 = NTr(G_D^T G_D)$, $t_k = Tr(C_k^H C_k)$. Therefore, a majorizer of the MSE function under $\{g(n)\} = 1\, N_{n=1}$ is constructed as

$$\text{MSE}_k \leq 2\text{Re}(g^H(C_k^H C_k - t_k I)g_i) - C_k^H d_k) + c_k$$

(48)

where $c_k = \|d_k\|^2 + 2NN_At_k - g^H C_k^H C_k g_i + \|F_{D_k} F_{A_k} \Sigma_k^T F_{D_k}\|^2_F$. After those constructions, the problem (43) can be solved by a series of subproblems,

$$\min g \quad 2\text{Re}(g^H(G_D^T ⊕ I_N)g_i) + c_0$$

s.t. $\text{MSE}_k \leq ε_k, \forall k \in [1, K]$

$|g(n)| = 1, \forall n \in [1, N_A N]$, 

(49)

where $c_0 = 2NN_A t_0 - g^H(G_D^T ⊕ I_N)g_i$.

According to Theorem 1, under the mild condition $\{(t_k I - C_k^H C_k)g_i ≠ 0\}_{k=1}^K$, the optimal solution of problem (49) is obtained from the solution of the equations,

$$g(ν) = \exp \left( \sqrt{-1} \arg \left( \sum_{k=1}^K [(t_k I - C_k^H C_k)g_i + C_k^H d_k]ν_k \right) \right. \right.$$

$$\left. \left. + (t_0 I - G_D^T ⊕ I_N)g_i) \right) \right).$$

(50)

$$0 ≤ ν_k ≤ \infty, \text{MSE}_k(ν_k) ≤ ε_k, \forall k \in [1, K],$$

$$ν_k(\text{MSE}_k(ν_k) - ε_k) = 0, \forall k \in [1, K],$$

(51)

(52)

where

$$\text{MSE}_k(ν_k) = 2\text{Re}(g(ν)^H(C_k^H C_k - t_k I)g_i - C_k^H d_k) + c_k.$$ (53)

C. Analog Receiver Design with MM

With with transmitter and digital receivers being fixed, the $k$-th user’s analog receiver is obtained by minimizing the $k$-th user’s MSE,

$$\min_{F_{A_k}} \|F_{D_k} F_{A_k} H_k G_A G_D - D_k\|^2_F + \|F_{D_k} F_{A_k} \Sigma_k^T \|^2_F$$

s.t. $|F_{A_k}(i, j)| = 1, \forall i, j$, 

(54)

which is a degenerated form of the problem (1), and the closed-form solution in Theorem 3 for the linearized subproblem can be used to solve it.

To get the vectorized quadratic form, the first term of the objective function is reformulated as,

$$\|F_{D_k} F_{A_k} H_k G_A G_D - D_k\|^2_F = \| (H_k G_A G_D)^T ⊗ F_{D_k}) \text{vec}(F_{A_k}) - \text{vec}(D_k) \|^2_2$$

$$\left(C_k \right) = \| \tilde{C}_k f_k - d_k \|^2_2,$$

(57)

where $f_k := \text{vec}(F_{A_k})$. Similarly, the second term of the objective function is reformulated as,

$$\|F_{D_k} F_{A_k} \Sigma_k^T F_{D_k}\|^2_F = \| (\Sigma_k^T ⊗ F_{D_k}) f_k \|^2_2.$$

Therefore, the problem (54) is the same as

$$\min_{f_k} \|\tilde{C}_k f_k - d_k\|^2_2 + \|(\Sigma_k^T ⊗ F_{D_k}) f_k\|^2_2$$

s.t. $|f_k(n)| = 1, \forall n \in [1, M_{A_k} M_k]$. 

(59)

The majorizer of the cost function is illustrated as follows. Firstly,

$$\|\tilde{C}_k f_k - d_k\|^2_2 + \|(\Sigma_k^T ⊗ F_{D_k}) f_k\|^2_2 \leq \|d_k\|^2_2 - 2\text{Re}(f_k^H \tilde{C}_k^H d_k) + f_k^H (\tilde{C}_k^H \tilde{C}_k + \Sigma_k^T ⊗ (F_{D_k}^H F_{D_k})) f_k - f_k^H \tilde{C}_k I f_k - \tilde{C}_k^H \Sigma_k^T f_k$$

(60)

Secondly, at the latest feasible point $f_k$, a majorizer of the objective function is constructed as [43, e.q. (26)]

$$\|\tilde{C}_k f_k - d_k\|^2_2 + \|(\Sigma_k^T ⊗ F_{D_k}) f_k\|^2_2 ≤ \|d_k\|^2_2 - 2\text{Re}(f_k^H \tilde{C}_k^H d_k) + 2\text{Re}(f_k^H (\tilde{C}_k^H \tilde{C}_k + \Sigma_k^T ⊗ (F_{D_k}^H F_{D_k}) - \tilde{C}_k I f_k) + f_k^H (\tilde{C}_k^H \tilde{C}_k - \Sigma_k^T ⊗ (F_{D_k}^H F_{D_k})) f_k$$

(61)

where $\tilde{C}_k = \text{Tr}(\tilde{C}_k^H \tilde{C}_k + \Sigma_k^T ⊗ (F_{D_k}^H F_{D_k}))$. Under the constraint $|f_k(n)| = 1\}_{n=1}^N$, the quadratic term $\tilde{C}_k f_k$ turns into a constant term, which is unrelated to $f_k$. After removing the terms unrelated to the optimization variable $f_k$ in the majorizer (61), the problem (59) can be tackled by a series of subproblems,

$$\min_{f_k} \text{Re}(f_k^H (\tilde{C}_k^H \tilde{C}_k + \Sigma_k^T ⊗ (F_{D_k}^H F_{D_k}) - \tilde{C}_k I f_k) - \tilde{C}_k^H \Sigma_k^T f_k$$

s.t. $|f_k(n)| = 1, \forall n \in [1, M_{A_k} M_k].$

(62)

The optimal solution of the problem (62) is

$$f_k = \exp \left( \sqrt{-1} \arg \left( \tilde{t}_k I - \tilde{C}_k^H \tilde{C}_k - \Sigma_k^T ⊗ (F_{D_k}^H F_{D_k}) \right) f_k + \tilde{C}_k^H d_k \right),$$

(63)
which coincides with the prediction in Theorem 3. The iMM method (degenerated to the classic MM method [43]) to solve problem (54) is described in Algorithm 4, its monotonic convergence property is guaranteed.

### Algorithm 4 iMM method to find analog receivers \{F_{A_k}\}_{k=1}^K in problem (54).

1. **initialization:** set \(i = 0\), \(f_{k,i}\) is the latest feasible analog receiver.
2. **repeat**
3. Calculate (63), and denote the objective value of problems (59) as \(\mathcal{J}(i)\). Set \(i = i + 1\), let \(f_{k,i} = f_k\).
4. **until** \(i \geq 2\) and \((f[i - 1] - f[i])/f[i] \leq \epsilon_4\)

### D. Digital Transmitter Design with ADMM

With analog transmitter and receivers being fixed, the optimal digital transmitter \(G_D\) is obtained as

\[
\begin{align*}
\min_{G_D} & \quad \|G_A G_D\|^2_F \\
\text{s.t.} & \quad \|F_{D_k} F_{A_k} H_k G_A G_D - D_k\|^2_F + \|F_{D_k} F_{A_k} \Sigma_k^2\|^2_F \leq \varepsilon_k, \forall k, \sum_k \|E_k\|^2_F \leq \varepsilon_k, \forall k, \sum_k \|E_k\|^2_F = 1, \forall k
\end{align*}
\]

which is a convex QCQP problem, it can be solved by the standard interior point method with computational complexity order \(O(N^{3.5})\) [48], [49]. To reduce the computational complexity, the ADMM method in [42] is extended to solve the problem (64) as follows.

For better presentation, the first term of the MSE function in (33) is reformulated as,

\[
\|F_{D_k} F_{A_k} H_k G_A G_D - D_k\|^2_F = \|B_k G_D - D_k\|^2_F
\]

Therefore, the problem (64) is the same as

\[
\begin{align*}
\min_{G_D} & \quad \|G_A G_D\|^2_F \\
\text{s.t.} & \quad \|B_k G_D - D_k\|^2_F \leq \varepsilon_k - \|F_{D_k} F_{A_k} \Sigma_k^2\|^2_F, \forall k
\end{align*}
\]

With slack variables \(\{E_k\} \in \mathbb{C}^{L_k \times L}\), the problem (66) is equivalent to

\[
\begin{align*}
\min_{G_D, \{E_k\}} & \quad \|G_A G_D\|^2_F \\
\text{s.t.} & \quad \|E_k\|^2_F \leq \varepsilon_k - \|F_{D_k} F_{A_k} \Sigma_k^2\|^2_F, \forall k \in [1, K] \quad (67)
\end{align*}
\]

Furthermore, we can construct an indicator function \(I_k(E_k)\) to represent the \(k\)-th MSE constraint as

\[
I_k(E_k) = \begin{cases} 0, & \text{if } \|E_k\|^2_F \leq \varepsilon_k - \|F_{D_k} F_{A_k} \Sigma_k^2\|^2_F \\ +\infty, & \text{otherwise} \end{cases}, \quad (68)
\]

Therefore, the problem (67) is equivalent to

\[
\begin{align*}
\min_{G_D, \{E_k\}} & \quad \|G_A G_D\|^2_F + \sum_{k=1}^K I_k(E_k) \\
\text{s.t.} & \quad E_k = B_k G_D - D_k, \forall k \in [1, K]
\end{align*}
\]

which is a standard two-block convex ADMM formulation [50].

With Lagrange multiplier \(\{A_k \in \mathbb{C}^{L_k \times L}\}\), the augmented Lagrange of the problem (69) is

\[
\begin{align*}
\mathcal{L}(G_D, \{E_k, A_k\}^K_{k=1}) &= \|G_A G_D\|^2_F + \sum_{k=1}^K \text{Re}(\text{Tr}(A_k^H (B_k G_D - D_k - E_k))) \\
&+ \sum_{k=1}^K\|E_k\|_F + \mu \sum_{k=1}^K \|B_k G_D - D_k - E_k\|^2_F
\end{align*}
\]

To update the primal and dual variables sequentially, the ADMM iteration steps are

\[
\begin{align*}
G_D &\leftarrow \arg\min_{G_D} \mathcal{L}(G_D, \{E_k, A_k\}^K_{k=1}) \quad (71) \\
E_k &\leftarrow \arg\min_{E_k} \mathcal{L}(G_D, \{E_k, A_k\}^K_{k=1}) \quad (72) \\
A_k &\leftarrow A_k + \mu (B_k G_D - D_k - E_k) \quad (73)
\end{align*}
\]

where the left arrow notation \(b \leftarrow a\) means that the numeric value of \(a\) is assigned to the symbol \(b\). The closed-form solutions of (71) and (72) are listed as follows,

\[
\begin{align*}
G_D &\leftarrow (G_A^H G_A + \mu \sum_{k=1}^K B_k^H B_k)^{-1} \sum_{k=1}^K (B_k^H (\mu (D_k + E_k) - A_k)), \quad (74)

E_k &\leftarrow \begin{cases} \hat{E}_k, & \text{if } \|\hat{E}_k\|^2_F \leq \varepsilon_k - \|F_{D_k} F_{A_k} \Sigma_k^2\|^2_F \\
\hat{E}_k/\|\hat{E}_k\|_F \cdot \sqrt{\varepsilon_k - \|F_{D_k} F_{A_k} \Sigma_k^2\|^2_F}, & \text{Otherwise} \end{cases}, \quad (75)
\end{align*}
\]

where \(\hat{E}_k = B_k G_D - D_k + A_k/\mu\). The termination criteria of the ADMM method are \(\{\|B_k G_D - D_k - E_k\|^2_F \leq \varepsilon^p\}^K_{k=1}\), and the Frobenius norm of the difference between two \(G_D\) in successive iterations is smaller than \(\varepsilon^d\), where \(\varepsilon^p\) and \(\varepsilon^d\) are the tolerances.

Therefore, the proposed ADMM method is listed in Algorithm 5. If the transmitter problem (64) is strictly feasible, the two functions in the objective function of (69) are closed, proper, and convex. Furthermore, the strong duality makes the unaugmented Lagrangian of (69) has a saddle point. Therefore, the limit solution of the proposed ADMM method converges to the optimal solution under the mild strictly feasible condition [50, p.16].
Algorithm 6 Joint analog and digital transceiver for MSE constrained MU-MIMO system.

1: initialization: use initialization scheme (35), and set \( i_6 = 0 \).
2: repeat
3: Use Algorithm 5 to find digital transmitter \( \mathbf{G}_D \), denote the transmit power as \( P[i_6 + 1] \).
4: Use Algorithm 3 to find analog transmitter \( \mathbf{G}_A \).
5: Use Algorithm 4 to find analog receivers \( \{ \mathbf{F}_{A_k} \}_{k=1}^K \).
6: Use (77) as the digital receiver, and set \( i_6 = i_6 + 1 \).
7: until \( i_6 \geq 2 \) and \( (P[i_6 - 1] - P[i_6]) / P[i_6] \leq \epsilon_6 \)

### Table 1

<table>
<thead>
<tr>
<th>subproblem</th>
<th>Digital Tx</th>
<th>Analog Tx</th>
<th>Analog Rx</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADMM+iMM</td>
<td>( \mathcal{O}(N^2L) )</td>
<td>( \mathcal{O}((N_AN)^2) )</td>
<td>( \mathcal{O}((M_A M_k)^2) )</td>
</tr>
<tr>
<td>interior point (QCQP-SDR)</td>
<td>( \mathcal{O}(N^3.5) )</td>
<td>( \mathcal{O}((N_AN)^{6.5}) )</td>
<td>( \mathcal{O}((M_A M_k)^{6.5}) )</td>
</tr>
</tbody>
</table>

Since there is only one matrix inversion to calculate \( \mathbf{B} \) in (74), the major computational complexity comes from the matrix multiplications. Therefore, the computational complexity order of the proposed ADMM approach is \( \mathcal{O}(N^2L) \), which is lower than that of the interior point method with \( \mathcal{O}(N^3.5) \).

### E. Digital Receiver Design with Closed-From Solution

With transmitter and analog receivers being fixed, the \( k \)-th user’s digital receiver is obtained by minimizing the \( k \)-th user’s MSE,

\[
\min_{\mathbf{F}_{D_k}} \| \mathbf{F}_{D_k} \mathbf{F}_{A_k} \mathbf{H}_k \mathbf{G}_A \mathbf{G}_D - \mathbf{D}_k \|^2_F + \| \mathbf{F}_{D_k} \mathbf{F}_{A_k} \Sigma_k^{\frac{1}{2}} \|^2_F.
\]

(76)

Since the MSE function is a convex quadratic function of \( \mathbf{F}_{D_k} \), its optimal solution occurs at the stationary point,

\[
\mathbf{F}_{D_k} = \mathbf{D}_k \mathbf{H}_k^{H} (\mathbf{H}_k \mathbf{H}_k^{H} + \mathbf{F}_{A_k} \Sigma_k \mathbf{F}_{A_k}^{H})^{-1},
\]

(77)

where \( \mathbf{H}_k = \mathbf{F}_{A_k} \mathbf{H}_k \mathbf{G}_A \mathbf{G}_D \) is an effective channel. The computational complexity order of the receiver design is \( \mathcal{O}(M_{A_k}^3) \).

### F. Joint Analog and Digital Transceiver Algorithm

The algorithm to solve the joint problem (34) is described in Algorithm 6. The individual MSE minimizations in (54) and (76) make the resulting MSEs are smaller than the MSE targets \( \{ \varepsilon_k \}_{k=1}^K \). Therefore, the MSE minimizations in (54) and (76) make the successive transmitter design have more space for the digital and analog transmitter to reduce the transmission power, i.e., \( P[i_6 + 1] \leq P[i_6] \). Since the transmit power is monotonically decreasing and the transmit power is bounded below from zero, Algorithm 6 converges.

The computational complexity orders of the proposed method are compared with the interior point method in Table 1. It can be seen from Table 1 that the combination of the proposed ADMM+iMM method has lower computational complexity order than the interior point method.

IV. Application With Indefinite Quadratic Form: SINR Constrained Hybrid Beamforming

In MU-MIMO system, a single antenna is equipped at all \( K \) mobile users, every user has a single data stream, and there is no beamforming operation at receivers. Only the digital and analog beamformings are implemented at the transmitter, and Fig. 2 is used to illustrate this system. At this setting, without complex beamforming operation at the receivers, the mobile users can have every cheap equipment.

With digital transmitter \( \mathbf{G}_D \in \mathbb{C}^{N_A \times K} \) and analog transmitter \( \mathbf{G}_A \in \mathbb{C}^{N \times N_A} \), the received signal at the \( k \)-th mobile user is

\[
y_k = \mathbf{h}_k^{H} \mathbf{G}_A \mathbf{G}_D \mathbf{s} + n_k,
\]

(78)

where \( \mathbf{s} \in \mathbb{C}^{K \times 1} \) is the transmitted symbol with zero-mean and \( \mathbb{E}\{\mathbf{ss}^{H}\} = \mathbf{I}_K \), \( \mathbf{h}_k \in \mathbb{C}^{N \times 1} \) is the \( k \)-th user’s channel, and the noise \( n_k \) is circularly-symmetric complex Gaussian i.e., \( n_k \sim \mathcal{CN}(0, \sigma_k^2) \). Since the transmitted signal is independent with the noise, the SINR of the \( k \)-th user is

\[
\text{SINR}_k = \frac{\mathbb{E}_n(\| \mathbf{h}_k^{H} \mathbf{G}_A \mathbf{G}_D \mathbf{s}(k) \|^2)}{\mathbb{E}_n(\| \mathbf{h}_k^{H} \mathbf{G}_A \mathbf{G}_D \mathbf{s}(l) \|^2) + \mathbb{E}_n(\| n_k \|^2)} \quad \quad (79)
\]

\[
= \frac{\| \mathbf{h}_k^{H} \mathbf{G}_A \mathbf{g}_D \|^2}{\sum_{l=1,l \neq k}^{K} \| \mathbf{h}_k^{H} \mathbf{G}_A \mathbf{g}_D \|^2 + \sigma_k^2}, \quad \quad (80)
\]

where \( \mathbf{g}_D \) is the \( l \)-th column vector of \( \mathbf{G}_D \), i.e., \( \mathbf{G}_D = [\mathbf{g}_D_1, \cdots, \mathbf{g}_D_K] \).

The SINR constrained hybrid beamforming in MU-MISO system is to minimize the transmit power at the BS, subject to \( K \) users’ SINR requirements and constant modulus constraints on analog transmitter,

\[
\min_{\mathbf{G}_D, \mathbf{G}_A} \| \mathbf{G}_A \mathbf{G}_D \|^2_F \quad s.t. \quad \text{SINR}_k \geq \gamma_k, \quad \forall k, \quad \| \mathbf{G}_A(i, j) \| = 1, \quad \forall i, j.
\]

(81)

where \( \gamma_k > 0 \) is the \( k \)-th user’s SINR target.

The methodology to tackle problem (81) is the coordinate decent method. With fixed analog transmitter \( \mathbf{G}_A \), the method to obtain the optimal digital transmitter is well-studied, and widely known as the convex SOCP method [51] or the...
fixed point method [19]. Therefore, we focus on the analog transmitter design, i.e.,

$$
\begin{align*}
\min_{g_A} & \|g_A g_D\|^2_F \\
\text{s.t.} & \quad \text{SINR}_k \geq \gamma_k, \forall k, \\
& \quad |g_A(i, j)| = 1, \forall i, j,
\end{align*}
$$

(82)

The objective and constraint functions of problem (82) can be transformed into definite and indefinite quadratic form of $g_A$, respectively. Firstly, the objective function is

$$
\begin{align*}
\|g_A g_D\|^2_F &= \|(G_D^T \otimes I_N)g\|^2_2 \\
&= g^H Q_0 g
\end{align*}
$$

(83)

(84)

where $g := \text{vec}(g_A)$ and $Q_0 = (G_D^T G_D^T) \otimes I_N$. Secondly, the SINR constraint is reformulated as

$$
\begin{align*}
\sum_{l=1, l \neq k}^K |h_k^H g_A g_D l|^2 - \frac{1}{\gamma_k} |h_k^H g_A g_D^T|^2 + \sigma_k^2 \leq 0,
\end{align*}
$$

(85)

which is the same as

$$
\begin{align*}
g^H \left( \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k \right) g + \sigma_k^2 \leq 0,
\end{align*}
$$

(86)

where $\{Q_l = (g_D^T g_D^T) \otimes (h_k h_k^H)\}_{l=1}^K$. Therefore, the problem (82) is equivalent to

$$
\begin{align*}
\min_{g} & \quad g^H Q_0 g \\
\text{s.t.} & \quad g^H \left( \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k \right) g + \sigma_k^2 \leq 0, \forall k, \\
& \quad |g(n)| = 1, \forall n,
\end{align*}
$$

(87)

which is an indefinite QCQP with extra constant modulus constraint. The method in Section II can be directly applied to tackle this problem.

At the latest feasible point $g_i$, the majorizers are constructed as [43, e.q. (26)]

$$
\begin{align*}
g^H Q_0 g &\leq \bar{f}_0(g) := 2\text{Re}(g^H(Q_0 - t_0 I)g_i) + t_0 g^H I g + g_i^H (t_0 I - Q_0) g_i, \\
g^H \left( \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k C_k \right) g + \sigma_k^2 \leq \bar{f}_k(g) := t_k g^H I g \\
&\quad + 2\text{Re}(g^H \left( \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k - t_k I \right)g_i) \\
&\quad + g_i^H (t_k I - \left( \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k \right)) g_i + \sigma_k^2
\end{align*}
$$

(88)

(89)

where $t_0 = \text{Tr}(Q_0) = N \text{Tr}(G_D G_D^T), t_k = \text{Tr}(\sum_{l=1, l \neq k}^K Q_l)$. Therefore, the majorizers of the objective and constraints functions under $\{|g(n)| = 1\}_{n=1}^{N_B}$ become

$$
\begin{align*}
\bar{f}_0(g) &= 2\text{Re}(g^H(Q_0 - t_0 I)g_i) + 2N N_A t_0 - g_i^H Q_0 g_i \\
&= 2\text{Re}(g^H Q_0 g) + 2N N_A t_k - g_i^H Q_0 g_i,
\end{align*}
$$

(90)

$$
\begin{align*}
\bar{f}_k(g) &= 2\text{Re}(g^H \left( \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k - t_k I \right)g_i) + 2N N_A t_k \\
&\quad - g_i^H \left( \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k \right) g_i + \sigma_k^2
\end{align*}
$$

(91)

As explained in Section II, the problem (87) can be solved by a series of subproblems,

$$
\begin{align*}
\min_{g} & \quad \bar{f}_0(g) \\
\text{s.t.} & \quad \bar{f}_k(g) \leq 0, \forall k \in [1, K], \\
& \quad |g(n)| = 1, \forall n \in [1, N_A N],
\end{align*}
$$

(92)

According to Theorem 1, under the mild condition $\{(t_k I - \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k) g_i \neq 0\}_{k=1}^K = \varnothing$, the optimal solution of (92) comes from the solution of the equations,

$$
\begin{align*}
g(\nu) = \exp \left( \sqrt{-1} \arg \left( \sum_{k=1}^K ((t_k I - \sum_{l=1, l \neq k}^K Q_l - \frac{1}{\gamma_k} Q_k) g_i) |\nu_k\right) ight), \\
0 \leq |\nu_k| \leq \infty, \quad \bar{f}_k(g(\nu)) \leq 0, \forall k \in [1, K], \\
\nu_k \bar{f}_k(g(\nu)) = 0, \forall k \in [1, K].
\end{align*}
$$

(93)

(94)

(95)

With optimal solution of the subproblem (92), the iMM method to solve problem (87) is described in the inner loop of Algorithm 7. Since analog transmitter in the iMM method monotonically decreases the transmit power, and the optimal digital transmitter also find the minimal transmit power with fixed analog transmitter, the Algorithm 7 is guaranteed to converge.
V. SIMULATION RESULTS

The simulation parameters of different algorithms are described as follows. In Algorithm 2, the bisection accuracy level is $\epsilon = 10^{-6}$, and the termination threshold is $\epsilon_2 = 10^{-3}$. In Algorithm 3, the iMM termination threshold is $\epsilon_3 = 2 \times 10^{-4}$. In Algorithm 4, the MM termination threshold is $\epsilon_4 = 10^{-3}$. In Algorithm 5, the ADMM tolerances are $\epsilon^p = \epsilon^d = 10^{-6}$, and the penalty factor is $\mu = 20$. In Algorithms 6 and 7, the power termination thresholds are $\epsilon_6 = 10^{-2}$, $\epsilon_7 = 10^{-2}$, respectively. The inner termination threshold in Algorithm 7 is $\epsilon_{\tau_2} = 2 \times 10^{-4}$.

All the simulation results are averaged over 100 random mmWave channel realizations, which is generated from the standard setting in [6]. All optimization problems are solved on a laptop PC with 3.6 GHz CPU and 16GB RAM, and the software is Matlab. The results of the SDR method [26], [35] with interior point algorithm are obtained with the solver CVX [52], and the Gaussian randomization number is $10^5$ (with efficient vectorized multiplication without any loop). The computational times are measured by the Matlab functions $\text{tic}$ and $\text{toc}$.

A. MSE Constrained Hybrid Beamforming for MU-MIMO

For the MU-MIMO system, the transmit antenna number is $N = 10$ unless otherwise specified, the receiver antenna numbers are $\{M_k = 10\}_{k=1}^K$, the transmit and receive RF chain numbers are $N_A = 4$, $\{M_k = 4\}_{k=1}^K$, respectively, the user number is $K = 2$ and the data stream numbers are $\{L_k = 1\}_{k=1}^K$. Unless specified otherwise, the MSE targets are fixed as $\{\epsilon_k = 0.1\}_{k=1}^K$. The noise covariance matrices are $\{\Sigma_k = 0.01 \mathbf{I}_{M_k}\}_{k=1}^K$.

The transmit powers, $10 \log_{10}(||G_A G_D||_F^2/\Sigma_1(1, 1))$ (dB), of the proposed method and the SDR approach [35] are compared in Fig. 3. It can be seen that the transmit power of the proposed iMM method is monotonically decreasing, which validates the convergence analysis for Algorithm 6. Furthermore, the transmit powers of the proposed method with different MSE targets are comparable to that of the SDR approach, which reveals the good performance of the proposed method.

In the analog transmitter design, the convergence performance of the iMM method is depicted in Fig. 4. It can be seen from Fig. 4 that the transmit powers of the proposed iMM method are monotonically decreasing at different outer iteration loops, which confirms the monotonic convergence property in Theorem 1 with positive semidefinite quadratic forms. Fig. 4 also shows that the iteration number of the iMM method is large at the first outer iteration, while that of the iMM method is just tens iterations at the second (or later) outer iterations. This phenomena reveals the the analog beamforming directions are basically determined at the first outer iteration, i.e, the analog beamforming direction is quickly decided, while the power gains in the latter outer iteration are majorally due to the digital transmitter and the coordination between transmitter and receivers.

To compare the computational times, the proposed method is compared with the SDR method in Fig. 5. It can be seen from Fig. 5 that the computational times of the iMM method are almost 10 times faster than that of the SDR method, which validates the complexity analysis in Table 1. Therefore, Figs. 3 and 5 reveal that compared to the SDR method, the proposed iMM method achieves the similar transmit power but with a much lower computational complexity.

B. SINR Constrained Hybrid Beamforming for MU-MISO

For the MU-MISO system, the transmit antenna number is $N = 10$ unless otherwise specified, the transmit RF chain numbers is $N_A = 4$, the user number is $K = 2$. Unless specified otherwise, the SINR targets are fixed as $\{\gamma_k = 10 \text{ dB}\}_{k=1}^K$. The noise variances are $\{\sigma_k^2 = 0.01\}_{k=1}^K$.

The transmit powers, $10 \log_{10}(||G_A G_D||_F^2/\sigma_k^2)$ (dB), of the proposed method and the SDR approach are compared in Fig. 6. It can be seen that the transmit power of the proposed iMM method is monotonically decreasing, which validates
the convergence analysis for Algorithm 7. Furthermore, the transmit powers of the proposed method with different SINR targets are comparable to that of the SDR approach, which reveals the good power performance of the proposed method. From Figs. 3 and 6, we know the outer iteration number is very small for SINR constrained beamforming, while that of the MSE constrained beamforming is relative large. This reason is that the MSE constrained coordination between the four components, i.e., digital transmitter, analog transmitter, $K$ analog receivers and $K$ digital receivers, need lots efforts. But the SINR constrained coordination between the digital transmitter and analog transmitter converges quickly.

For the analog transmitter design, the convergence performance of the iMM method is illustrated in Fig. 7. It can be seen from Fig. 7 that the transmit powers of the proposed iMM method are monotonically decreasing at different outer iteration loops, which confirms the monotonic convergence property in Theorem 1 with indefinite quadratic forms. Fig. 7 also shows that the iteration number of the iMM method is large at the first outer iteration, while that of the iMM method is just tens iterations at the second (or later) outer iterations. This phenomena reveals the the analog beamforming directions are basically determined at the first outer iteration, while the later analog beamformings are just small refinements.

To compare the computational times, the proposed method is compared with the SDR method in Fig. 8. It can be seen from Fig. 8 that the computational times of the iMM method are almost 10 times faster than that of the SDR method, which validates the complexity analysis in Table 1. Therefore, Figs. 6 and 8 reveal that compared to the SDR method, the proposed iMM method achieves similar transmit powers but with a much lower computational complexity.
VI. CONCLUSIONS

In this paper, the QCQP with extra constant modulus constraints problem is solved by a series of subproblems with LP under extra constant modulus constraints. Under mild condition, the strong duality between the LP with extra constant modulus constraints and its dual problem is established. Then, by using the optimal solutions from the subproblems, the QCQP with extra constant modulus constraints problem is solved by a monotonically converged algorithm. For the positive semidefinite quadratic form, the MSE constrained hybrid beamforming is firstly proposed and solved in the past decades. For the indefinite quadratic form, the SINR constrained hybrid beamforming is solved. Simulation results show that the transmit power of the proposed method is similar to that of the SDR method, while the computational time of proposed method is much faster than the SDR method.

APPENDIX A

AN EFFICIENT METHOD TO CHOOSE $t_k$

Since $t_k l > Q_k$ is needed, the widely used method to choose $t_k$ is $t_k = \lambda_{\max}(Q_k)$, which is the maximal eigenvalue of $Q_k$. However, its computational complexity order $O(N^3)$ is relatively high. To reduce the computational complexity, we propose the following simple method with complexity order $O(N)$, “sum of positive eigenvalues”, to choose $t_k$ in Table 2.

<table>
<thead>
<tr>
<th>$Q_k$</th>
<th>$Q_k \succeq 0$</th>
<th>$Q_k \preceq 0$</th>
<th>Indefinite</th>
<th>complexity order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_k$</td>
<td>$\lambda_{\max}(Q_k)$</td>
<td>$\lambda_{\max}(Q_k)$</td>
<td>$\lambda_{\max}(Q_k)$</td>
<td>$\sum \lambda_i^+$</td>
</tr>
<tr>
<td>$t_k$</td>
<td>$\text{Tr}(Q_k)$</td>
<td>0</td>
<td>0</td>
<td>$O(N)$, $O(1)$</td>
</tr>
</tbody>
</table>

When $Q_k$ is indefinite in Table 2, the method with $t_k = \sum \lambda_i^+$ seems to be more complex than the method with $t_k = \lambda_{\max}(Q_k)$. However, if the structure of the indefinite $Q_k$ is special, the computational complexity of the method with $t_k = \sum \lambda_i^+$ is $O(N)$, e.g.,

If $Q_k = Q_k^+ \oplus Q_k^-$ with $Q_k^+ \succeq 0$, $Q_k^- \preceq 0$, then $t_k = \text{Tr}(Q_k^+)$ (96)

If $Q_k = Q_k^+ \oplus Q_k^-$ with $Q_k^+ \succeq 0$, $Q_k^- \preceq 0$, then $t_k = \text{Tr}(Q_k^+)$ (97)

The special structures in (96) and (97) are widely used in SINR based beamforming in wireless communications and radar waveform designs.

APPENDIX B

PROOF OF THE LIMIT RESULT IN LEMMA 2

If $\lim_{\nu_k \to \infty} f_k(x(\nu)) = 0$, we have

$$\lim_{\nu_k \to \infty} \nu_k f_k(x(\nu)) = \lim_{\nu_k \to \infty} \frac{f_k(x(\nu))}{1/\nu_k}$$

(98)

$$= \lim_{\nu_k \to \infty} \frac{(f_k(x(\nu)))'}{(1/\nu_k)'}$$

(99)

where the notation $(\cdot)'$ stands for the operation of taking derivative respect to $\nu_k$. For notional simplicity, we define $\hat{a} = (t_k - Q_k)x_i - p_k$, (100)

$$\hat{b} = \sum_{l=1, l \neq k}^{K} [(t_I - A_l^H A_l)\theta_l - A_l^H b_l] + (t_0 I - Q_0)x_i - p_0$$

(101)

$$\hat{a}_n = \hat{a}(n), \hat{b}_n = \hat{b}(n), j = \sqrt{-1},$$

(102)

which are valid only in this proof. Since $\nu_k$ is finite, the elements of $\hat{b}$ are finite. Then, we have

$$\lim_{\nu_k \to \infty} \nu_k (\mathbf{f}_k(x(\nu)))' = \lim_{\nu_k \to \infty} \frac{(\mathbf{f}_k(x(\nu)))'}{(1/\nu_k)'}$$

(103)

$$= \lim_{\nu_k \to \infty} \frac{(2\text{Re}(-\hat{a}^H \exp(j \text{arg} (\hat{a}^H + \hat{b}))))'}{-1/\nu_k}$$

(104)

$$= \lim_{\nu_k \to \infty} \frac{(2\text{Re}(\hat{a}^H \exp(j \text{arg} (\hat{a}^H + \hat{b}))))'}{1/\nu_k^2}$$

(105)

$$\lim_{\nu_k \to \infty} \nu_k (\mathbf{f}_k(x(\nu))) = \lim_{\nu_k \to \infty} \frac{(\mathbf{f}_k(x(\nu)))'}{(1/\nu_k)'}$$

(106)

$$= \lim_{\nu_k \to \infty} \frac{2 \sum_{n=1}^{N} \left[ \Re(\hat{a}_n) \Re(\hat{a}_n + \hat{b}_n) + \Im(\hat{a}_n) \Im(\hat{a}_n + \hat{b}_n) \right]}{1/\nu_k^2}$$

(107)

$$= \lim_{\nu_k \to \infty} 2\nu_k \sum_{n=1}^{N} \left[ \Re(\hat{a}_n) \Re(\hat{a}_n + \hat{b}_n) + \Im(\hat{a}_n) \Im(\hat{a}_n + \hat{b}_n) \right]$$

(108)

$$= \lim_{\nu_k \to \infty} 2 \nu_k \sum_{n=1}^{N} \left[ \Re(\hat{a}_n) \Re(\hat{a}_n + \hat{b}_n) + \Im(\hat{a}_n) \Im(\hat{a}_n + \hat{b}_n) \right] + \frac{1}{\nu_k}$$

(109)

$$= \lim_{\nu_k \to \infty} 2 \nu_k \sum_{n=1}^{N} \left[ \Re(\hat{a}_n) \Re(\hat{a}_n + \hat{b}_n) + \Im(\hat{a}_n) \Im(\hat{a}_n + \hat{b}_n) \right]$$

(110)

$$= 0$$

(111)

where the last equation is obtained due to the conditions with $\hat{b}_n$ being finite, and $\mathbf{a} = (t_k I - Q_k)x_i - p_k \neq 0, i.e., \{a_n \neq 0\}_{n=1}^{N}$. 

APPENDIX C

PROOF OF THE MONOTONIC PROPERTY IN LEMMA 3

The first part of the following proof is adapted from [34] under a sum rate maximization problem. Let the Lagrange of
the problem (5) be denoted as
\[
L(x, \nu_k) = \overline{f}_0(x) + \sum_{k=1}^{K} \nu_k \overline{f}_k(x)
\]
\[
= \overline{f}_0(x) + \nu_k \overline{f}_k(x) + \sum_{l \neq k}^{K} \nu_l \overline{f}_l(x) \tag{112}
\]

Let \( \nu_k^l, \nu_k^k \) be two fixed values with \( \nu_k^l > \nu_k^k \geq 0 \), and denote \( x(\nu_k^l), x(\nu_k^k) \) as the optimal solutions of \( \min_{\{x(n)\}_{n=1}^{N}} L(x, \nu_k^l) \) and \( \min_{\{x(n)\}_{n=1}^{N}} L(x, \nu_k^k) \) with \( \nu_k = \nu_k^l, \nu_k = \nu_k^k \), respectively. For notational simplicity, the \( x(\nu_k^l) \) is the simple notation of \( x(\nu)\right|_{\nu=\nu_k^l} \). Therefore, we have the following inequalities,
\[
L(x(\nu_k^l), \nu_k^l) \leq L(x(\nu_k^k), \nu_k^l), \tag{113}
\]
\[
L(x(\nu_k^l), \nu_k^k) \leq L(x(\nu_k^k), \nu_k^k). \tag{114}
\]

After taking the expressions of \( L(x, \nu_k) \) of (112) into the above equalities, we have
\[
\overline{f}_0(x(\nu_k^l)) + \nu_k^l \overline{f}_k(x(\nu_k^l)) + \sum_{l \neq k}^{K} \nu_l \overline{f}_l(x(\nu_k^l))
\]
\[
\leq \overline{f}_0(x(\nu_k^k)) + \nu_k^k \overline{f}_k(x(\nu_k^k)) + \sum_{l \neq k}^{K} \nu_l \overline{f}_l(x(\nu_k^k)), \tag{115}
\]
\[
\overline{f}_0(x(\nu_k^l)) + \nu_k^l \overline{f}_k(x(\nu_k^l)) + \sum_{l \neq k}^{K} \nu_l \overline{f}_l(x(\nu_k^l))
\]
\[
\leq \overline{f}_0(x(\nu_k^k)) + \nu_k^k \overline{f}_k(x(\nu_k^k)) + \sum_{l \neq k}^{K} \nu_l \overline{f}_l(x(\nu_k^k)). \tag{116}
\]

By adding the above equalities, we have
\[
(\nu_k^l - \nu_k^k) \overline{f}_k(x(\nu_k^l)) \leq (\nu_k^l - \nu_k^k) \overline{f}_k(x(\nu_k^k)) \tag{117}
\]
and using the condition \( \nu_k^l > \nu_k^k \geq 0 \), we have the conclusion,
\[
\overline{f}_k(x(\nu_k^l)) \leq \overline{f}_k(x(\nu_k^k)) \tag{118}
\]

Therefore, the proof of the first conclusion is completed.

For the second conclusion, if \( \{\nu_k\}_{k=1}^{K} \) are finite and \( \{t_k I - Q_k x_i - p_k I \nu_k \} + \sum_{l=1, l \neq k}^{K} \{(t_l I - Q_l) x_i - p_l I \nu_l \} + \sum_{l=1}^{K} \{(t_l I - Q_l) x_i - p_l \} \neq 0 \) for all \( \nu_k \in [0, \infty) \), then the optimal solution of the problem \( \min_{\{x(n)\}_{n=1}^{N}} L(x, \nu_k) \) is unique. Furthermore, if \( (t_k I - Q_k) x_i - p_k I \neq 0 \), then \( x(\nu_k^l) \neq x(\nu_k^k) \). Therefore, the inequalities in (113)-(118) become the strict inequalities, and the proof of the strictly decreasing property is completed.

APPENDIX D

EXPLAINING THE MILD CONDITIONS IN ASSUMPTIONS 1 AND 2

We can construct special cases to make \( (t_k I - Q_k) x_i - p_k = 0 \), e.g.,
1) \( t_k = 0, Q_k = 0, p_k = 0 \)
2) \( \{t_k = 0, Q_k = 0, p_k = 0\}_{k=1}^{K} \)

Firstly, the condition \( t_k = 0, Q_k = 0, p_k = 0 \) makes the quadratic function degenerated to a constant, then problem (1) is infeasible or degenerated to a problem with \( K-1 \) quadratic constraints, which can be tackled by the proposed method again.

Secondly, when \( \{t_k = 0, Q_k = 0, p_k = 0\}_{k=1}^{K} \) the proposed problem, if it is feasible, is degenerated to the QP problem with constant modulus constraint. And the optimal solution in (9) to (11) is a closed-form solution with \( \{\nu_k = 0\}_{k=1}^{K} \) as shown in Theorem 3.

In fact, we can always set \( t_k \) such that \( t_k I \succ Q_k \), as illustrated in Table 2 from Appendix A. Furthermore, the feasible solution \( x_i \) lies on the unit circles, then \( (t_k I - Q_k) x_i \neq 0 \), this makes the condition \( (t_k I - Q_k) x_i - p_k \neq 0 \) become a very mild condition from the numeric computing aspect.

For the condition \( \{\{(t_k I - Q_k) x_i - p_k \} + \sum_{l=1, l \neq k}^{K} \{(t_l I - Q_l) x_i - p_l \} \} \neq 0 \) with \( \nu_k \geq 0 \), we can take following example to illustrate the weak condition. For notational simplicity, we define
\[
\hat{a} = (t_k I - Q_k) x_i - p_k, \tag{119}
\]
\[
\hat{b} = \sum_{l=1, l \neq k}^{K} \{(t_l I - Q_l) x_i - p_l \} + (t_0 I - Q_0) x_i - p_0 \tag{120}
\]
then the condition becomes \( \hat{a} \nu_k \neq \hat{b} \) for all \( \nu_k \geq 0 \). Note that both \( \hat{a} \) and \( \hat{b} \) are complex numbers, the counter example only happens when the phases of \( \hat{a} \) and \( \hat{b} \) are exactly the same, which is rare.

The purpose of introducing Assumption 2 is to make sure \( \nu [i_2 - 1] = \nu [i_2] \), we can also introduce two different stronger conditions to get the same conclusion,
1) The dual problem (7) is strongly convex.
2) \( \lim_{i_2 \to \infty} \nu [i_2 - 1] - \nu [i_2] = 0 \).

Although the dual problem (7) is convex, our hessian matrix is very difficult to calculate. Furthermore, it is also numerically difficult to judge whether the hessian matrix is positive definite. Similar assumptions on \( \lim_{i_2 \to \infty} \nu [i_2 - 1] - \nu [i_2] = 0 \) are widely used in nonconvex ADM algorithm, e.g., the theorem 1 in references [12], [53]. It is clear that the equality in \( \lim_{i_2 \to \infty} \nu [i_2 - 1] - \nu [i_2] = 0 \) only happens with one case, while the inequalities in Assumptions 1 and 2 can occur at infinite many different cases. Therefore, Assumptions 1 and 2 are mild conditions.
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