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Abstract

In this paper we study strong duality aspects in convex conic programming over general convex cones. It is known that the duality in convex optimization is linked with specific theorems of alternatives. We formulate and prove strong alternatives to the existence of the relative interior point in the primal (dual) feasible set. We analyze the relation between the boundedness of the optimal solution sets and the existence of the relative interior points in the feasible set. We also provide conditions under which the duality gap is zero and the optimal solution sets are unbounded. As a consequence, we obtain several alternative conditions that guarantee the strong duality between primal and dual convex conic programs.
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1. Introduction

Duality is a powerful tool in mathematical optimization and it played an important role in the early development of non-linear programming. It has been studied in connection with the simplex method, the augmented Lagrangian methods and also the interior point methods. Valuable results for interior point methods in linear programming were obtained from the duality theory in [1], where it was shown that the primal (dual) feasibility together with the dual (primal) strict feasibility is equivalent to the non-emptiness and boundedness of the primal (dual) optimal solution set, respectively. The result was extended to the case of semidefinite programming by [2] and [3]. It is known that the existence of the interior point in the feasible set guarantees the zero duality gap (strong duality property). Due to the equivalence, we obtain an alternative sufficient conditions for the strong duality. This result appeared to be useful in various practical aspects of convex optimization [4, 5, 6], polynomial optimization and Lasserre’s hierarchies [7, 8, 9] and control problems [10, 11, 12]. The aim of our
paper is to generalize these results to the case of general convex conic programs and provide alternative sufficient conditions that guarantee the strong duality property together with the analysis of the boundedness of the optimal solution sets.

Every standard convex optimization problem can be formulated in a conic form with a linear objective and linear equality constraints, where the variable is assumed to belong to a convex cone. On the other hand, convex conic programming includes special sub-classes, such as semidefinite or copositive programming. Therefore, the duality theory of general convex conic programs has been intensively studied, usually in association with proper (convex, closed, solid and pointed) cones and was included in standard convex optimization textbooks [13,14]. Duality analysis in connection with the facial structure of the cones with the emphasis on the semidefinite programs was given in [15]. For non-pointed or non-solid convex cones, the theory cannot be extended straightforwardly from the standard conic programming classes (such as linear or semidefinite programming). Several duality aspects for general convex conic programs in subspace form have been studied in [16].

The duality in convex optimization is linked with specific theorems alternatives. The most commonly known is the Farkas lemma [17] for linear systems and its generalizations [18,19,20,21,22]. In the generalized, conic versions of the Farkas lemma, the strict alternatives hold under the assumption of closedness of the linear image of the convex cone. The necessary and sufficient conditions for the closedness in this respect were studied in [23]. The generalized Farkas result then serves as a tool for proving the strong duality provided that the Slater constraint qualification (existence of an interior point in the feasible set) holds [13,19].

Since we deal with general (not necessarily solid) convex cones, the analysis of the relative interior and its characterization is needed. This is provided in Section 2, together with the basic notation, the review of some known properties of convex cones and the conic programs formulations. Section 2 also includes results related to the closedness of the linear image of the convex cone as well as the Minkowski sum of a cone and a linear subspace (which serves as an analogical condition for the strong alternatives to hold in the dual case). In Section 3 we present four theorems of alternatives. Except for the generalized Farkas type theorems, we present new ones that give equivalent conditions to the existence of the relative interior point in the primal (dual) feasible set. These new theorems of alternatives appeared to be useful for proving that the boundedness of the (nonempty) optimal solution set implies the existence of an interior point of the set of feasible solutions in the dual counterpart. This last result, included in Section 4, generalizes the results of [1,2,3] to the case of general convex conic programs and offers an alternative sufficient condition for strong duality. Strong duality in convex conic programming is actually the main topic of Section 4. In this section we summarize the known results and relate them to our findings, which include new sufficient conditions for strong duality and properties of the sets of optimal solutions.
2. Preliminaries

2.1. Properties of cones and dual cones

A subset $K$ of a finite dimensional vector space $\mathbb{R}^n$ is called a cone if $\forall x \in K$ and $\forall \alpha \geq 0$ it holds $\alpha x \in K$. A convex cone is closed under the vector addition, i.e. $\forall x, y \in K$ we have $x + y \in K$. Sometimes, additional properties can also be imposed: a convex cone is called pointed, if it does not contain a straight line; it is called solid, if its interior is nonempty. A convex, closed, pointed and solid cone is called a proper cone (see e.g. [14], [13]). Denote $\text{lin}(K) := K + (-K)$ the smallest linear subspace containing the cone $K$, and $\text{sub}(K) := K \cap (-K)$, the largest linear subspace contained in $K$. A convex cone is pointed iff $\text{sub}(K) = \{0\}$ and it is called solid iff $\text{lin}(K) = \mathbb{R}^n$.

The dual cone of a cone $K$ is the set $K^* = \{ y \mid x^T y \geq 0, \forall x \in K \}$. For the reader’s convenience, we list a few well-known properties of dual cones (see [14, 13, 24, 25]): (p1) For two cones $K_1, K_2$ it holds: if $K_1 \subseteq K_2$, then $K_2^* \subseteq K_1^*$. (p2) Denote $\text{cl}(K)$ the closure of the cone $K$. Then $K^* = (\text{cl}(K))^*$. (p3) If $K$ is solid, then $K^*$ is pointed. (p4) $(K_1 + K_2)^* = K_1^* \cap K_2^*$. A cone $K$ will be called trivial, if it is a linear subspace, i.e. $K = \text{sub}(K) = \text{lin}(K)$, otherwise it will be called non-trivial. If a cone $K$ is trivial, then clearly $K^* = K^\perp$. An important tool in conic duality theory is the so-called Bipolar theorem (see e.g. [25], Theorem 14.1; [26], Proposition 4.2.6) and its consequences.

**Theorem 1.** (Bipolar theorem)
If $K$ is a convex cone, then $K^{**} = \text{cl}(K)$.

Bipolar theorem has several simple consequences that we list below. Assume $K$ is a convex cone. (c1) If $K$ is closed, then $K = K^{**}$. (c2) If $\text{cl}(K)$ is pointed, then $K^*$ is solid. (c3) $\text{cl}(K)$ is a proper cone iff $K^*$ is a proper cone. (c4) If $\text{cl}(K_1) \subseteq \text{cl}(K_2)$, then $K_2^* \subseteq K_1^*$. (c5) If $V \subseteq \mathbb{R}^n$ is a linear subspace such that $K \subseteq V$, then $V^\perp \subseteq K^*$. (c6) $\text{cl}(K_1 + K_2) = (K_1^* \cap K_2^*)^*$.

Using the characterization of $\text{lin}(K)$ and $\text{sub}(K)$, the properties mentioned above and Bipolar theorem, it can be easily shown that the linear subspaces are linked in the following way.

**Lemma 2.** Let $K^*$ be the dual cone of $K$. Then

- **a)** $\text{sub}(K^*) = \{ y \in K^*, \mid x^T y = 0, \forall x \in K \} = \text{lin}(K)^\perp$;
- **b)** $\text{sub}(\text{cl}(K)) = \{ z \in \text{cl}(K), \mid z^T y = 0, \forall y \in K^* \} = \text{lin}(K^*)^\perp$.

In the following lemma we list a few simple properties of $\text{lin}(\cdot)$ and $\text{sub}(\cdot)$ of a convex cone intersected with a linear subspace.

**Lemma 3.** If $V$ is a linear subspace and $K$ is a convex cone, then

\[ K^{**} = \text{cl}(K) \cap V \]

\[ \text{lin}(K^{**}) = \text{lin}(K) \cap V \]

\[ \text{sub}(K^{**}) = \text{sub}(K) \cap V \]

\[ K^{**} = \text{cl}(K \cap V) \]

Some authors work with the polar cone concept, typically denoted as $K^\circ$. The relation between dual and polar cone is simply $K^* = -K^\circ$. 
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a) $\text{sub}(V \cap K^*) = V \cap \text{sub}(K^*)$;

b) $(V \cap K^*) \setminus \text{sub}(V \cap K^*) = V \cap [K^* \setminus \text{sub}(K^*)] = (V \cap K^*) \setminus \text{sub}(K^*)$;

c) $\text{lin}(V + K) = V + \text{lin}(K)$.

In this paper we will deal with the primal-dual pair of convex conic programs, where the cone $K$ satisfies the following:

**Assumption 1:** The cone $K$ is a non-trivial convex cone.

Clearly, for non-trivial convex cones the following equivalent conditions hold:

$\text{lin}(K) \setminus K \neq \emptyset$, $K \setminus \text{sub}(K) \neq \emptyset$, $\text{lin}(K^*) \setminus K^* \neq \emptyset$, $K^* \setminus \text{sub}(K^*) \neq \emptyset$.

The following lemma allows for decomposition of an intersection of a convex cone with an affine subspace. The proof of Lemma 4 is included in Appendix.

**Lemma 4.** Let $K$ be a cone satisfying Assumption 1, let $V$ be a linear subspace and let $c$ be an arbitrary but fixed vector. Then

$$K^* \cap (c + V^\perp) = [K^* \cap (c + V^\perp)] \cap \text{lin}(V + K) + V^\perp \cap \text{sub}(K^*).$$

2.2. Relative interior of a convex cone

For a general convex cone we may define its relative interior as

$$\text{relint}(K) = \{x \in K \mid \forall v \in \text{lin}(K) \exists \lambda > 0 : x + \lambda v \in K\}.$$ 

In the following lemma we will state the characterization of the relative interior of $K$ which can be found in Theorem 2 in [16].

**Lemma 5.** Let $K$ be a cone satisfying Assumption 1. Then

$$\text{relint}(K) = \{x \in K \mid x^Ty > 0, \forall y \in K^* \setminus \text{sub}(K^*)\}.$$ (1)

The following corollary is a consequence of Lemma 5 and Bipolar theorem.

**Corollary 6.** The characterization of relative interior of $K$ is given by

$$\text{relint}(K^*) = \{y \in K^* \mid x^Ty > 0, \forall x \in \text{cl}(K) \setminus \text{sub}(\text{cl}(K))\};$$ (2)

From the characterization (1) and other properties of the relative interior it easily follows that

$$\text{relint}(K) = K + \text{relint}(K) = \text{cl}(K) + \text{relint}(\text{cl}(K)).$$ (3)

Finally, we recall two more known properties (see [27, 25]). Assume that $K_1$ and $K_2$ are convex cones (of the appropriate dimension). Then $\text{relint}(K_1 + K_2) = \text{relint}(K_1) + \text{relint}(K_2)$ and $\text{relint}(K_1 \times K_2) = \text{relint}(K_1) \times \text{relint}(K_2).$
2.3. Primal and dual convex conic programs

Given vectors \( c \in \mathbb{R}^n \), \( b \in \mathbb{R}^m \), an \( m \times n \) matrix \( A \) and a convex cone \( K \subset \mathbb{R}^n \), the convex conic programming problem in standard form is formulated as

\[
\begin{align*}
\min & \quad c^T x \\
\text{s.t.} & \quad Ax = b \\
& \quad x \in \text{cl}(K).
\end{align*}
\]

The set of all primal feasible points and the set of all primal strictly feasible points are denoted \( P = \{ x \in \text{cl}(K) \mid Ax = b \} \) and \( P^0 = \{ x \in \text{relint}(K) \mid Ax = b \} \), respectively. Further we define the optimal value of the problem (4) as

\[ p^* = \inf \{ c^T x \mid x \in P \} \text{ if } P \neq \emptyset \text{ and } p^* = +\infty \text{ otherwise.} \]

The primal optimal solution set is then \( P^* = \{ x \in P \mid c^T x = p^* \} \).

Using the concept of Lagrangian duality and the standard techniques, one can derive the dual of problem of (4):

\[
\begin{align*}
\max & \quad b^T y \\
\text{s.t.} & \quad A^T y + s = c \\
& \quad s \in K^*.
\end{align*}
\]

If \( \text{rank}(A) = m \), then there is one-to-one correspondence between the dual variables \( y \) and \( s \). The set of all dual feasible points of (5) is \( \mathcal{D} = \{ (y,s) \in \mathbb{R}^m \times K^* \mid A^T y + s = c \} \) and the set of all dual strictly feasible points is \( \mathcal{D}^0 = \{ (y,s) \in \mathbb{R}^m \times \text{relint}(K^*) \mid A^T y + s = c \} \). The optimal value of the problem (5) is defined as \( d^* = \sup \{ b^T y \mid (y,s) \in \mathcal{D} \} \) if \( \mathcal{D} \neq \emptyset \) and \( d^* = -\infty \) otherwise. Finally, the dual optimal solution set is denoted as \( \mathcal{D}^* \), i.e. \( \mathcal{D}^* = \{ (y,s) \in \mathcal{D} \mid b^T y = d^* \} \). The weak duality property directly follows from the definition of the problems and the dual cone: for each \( x \in P \) and \( (y,s) \in \mathcal{D} \) it holds \( x^T s = c^T x - b^T y \geq 0 \).

2.4. Closedness of the linear image of a closed convex cone

Linear programs, i.e. conic linear programs for which the cone \( K \) is polyhedral, are characterized by ”ideal” duality theory. This is closely related to the famous Farkas result \[17\] and the fact that convex polyhedral cones are finitely generated and hence their linear images form closed cones. This guarantees that the alternatives appearing in Farkas lemma are strong. However, in the generalized versions of the Farkas lemma, the alternatives are weak and the closedness of the linear image of the related convex cone becomes an additional assumption.

Sufficient conditions for the closedness of the linear image of a convex set were studied and listed in various works, see e.g. \[25\], \[28\], \[23\]. In this section, we give an overview and slightly extend known results related to this topic. We start with a generalization of Theorem 2.2 in \[23\]. An alternative proof is given in the appendix.

Lemma 7. Let \( L \subset \mathbb{R}^n \) be a linear subspace and let \( K \subset \mathbb{R}^n \) be a cone satisfying Assumption 1. Then the following statements are equivalent:

(i) \( L + K = L + \text{lin}(K) \);
(ii) $L \cap \text{relint}(K) \neq \emptyset$;

(iii) $L^\perp \cap [K^* \setminus \text{sub}(K^*)] = \emptyset$;

Note that if $K$ is solid, then the statements (i), (ii), (iii) can be simplified to $L + K = \mathbb{R}^n$, $L \cap \text{int}(K) \neq \emptyset$, $L^\perp \cap K^* = \{0\}$. The paper [23] briefly discusses the appearance of the equivalent conditions in Lemma 7 in literature, expressed in terms of $L = \mathcal{N}(A)$, or $L = \mathcal{S}(A^T)$, i.e. $L$ corresponding to the null space or the range of the $m \times n$ matrix $A$. For the reader’s convenience, we will formulate the alternative expressions of the equivalent conditions (i) – (iii) of Lemma 7 in Table 1.

Table 1: Equivalent conditions from Lemma 7 formulated for specific linear subspaces and cones appearing in the primal and dual conic linear programs (4) and (5). Conditions (i-c)-(iii-c) correspond to the special case of $\text{cl}(K)$ being pointed, conditions (i-d)-(iii-d) correspond to the special case of $K$ being solid.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i-a)</td>
<td>$\mathcal{S}(A^T) + K^* = \mathcal{S}(A^T) + \text{lin}(K^*)$</td>
</tr>
<tr>
<td>(ii-a)</td>
<td>$\mathcal{S}(A^T) \cap \text{relint}(K^*) \neq \emptyset$</td>
</tr>
<tr>
<td>(iii-a)</td>
<td>$\mathcal{N}(A) \cap [\text{cl}(K) \setminus \text{sub}(%(\text{cl}(K)))] = \emptyset$</td>
</tr>
<tr>
<td>(i-b)</td>
<td>$\mathcal{N}(A) + K = \mathcal{N}(A) + \text{lin}(K)$</td>
</tr>
<tr>
<td>(ii-b)</td>
<td>$\mathcal{N}(A) \cap \text{relint}(K) \neq \emptyset$</td>
</tr>
<tr>
<td>(iii-b)</td>
<td>$\mathcal{S}(A^T) \cap [K^* \setminus \text{sub}(K^*)] = \emptyset$</td>
</tr>
<tr>
<td>(i-c)</td>
<td>$\mathcal{S}(A^T) + K^* = \mathbb{R}^n$</td>
</tr>
<tr>
<td>(ii-c)</td>
<td>$\mathcal{S}(A^T) \cap \text{int}(K^*) \neq \emptyset$</td>
</tr>
<tr>
<td>(iii-c)</td>
<td>$\mathcal{N}(A) \cap \text{cl}(K) = {0}$</td>
</tr>
<tr>
<td>(i-d)</td>
<td>$\mathcal{N}(A) + K = \mathbb{R}^n$</td>
</tr>
<tr>
<td>(ii-d)</td>
<td>$\mathcal{N}(A) \cap \text{int}(K) \neq \emptyset$</td>
</tr>
<tr>
<td>(iii-d)</td>
<td>$\mathcal{S}(A^T) \cap K^* = {0}$</td>
</tr>
</tbody>
</table>

Table I lists conditions under which a linear image of a convex cone is closed, see Theorem 9.1 of [25]. However, a known result, often referred to as Theorem of Abrams, states that for a nonempty set $S \subseteq \mathbb{R}^n$ and a linear map given by matrix $A$, it holds

$$
A(S) \text{ is closed } \iff \mathcal{N}(A) + S \text{ is closed},
$$

(see e.g. [23], [29] or [30]). We can summarize the results in the following theorem:

**Theorem 8.** Assume $K$ satisfies Assumption 1. $A \in \mathbb{R}^{m \times n}$ and $\tilde{A} \in \mathbb{R}^{m \times n}$ is such that $\mathcal{S}(A^T) = \mathcal{N}(\tilde{A})$.

(a) If any of the conditions (i-a), (ii-a), (iii-a) holds, then

- $A(\text{cl}(K))$ is closed;
- $\text{cl}(K) + \mathcal{N}(A) = \text{cl}(K) + \mathcal{S}(A^T)$ is closed;
- $\mathcal{S}(A^T) + K^* = \mathcal{N}(\tilde{A}) + K^*$ is a linear subspace;
- $\tilde{A}(K^*)$ is a linear subspace.

(b) If any of the conditions (i-b), (ii-b), (iii-b) holds, then


3. Theorems of alternatives

In this section we present four theorems of alternatives for linear systems over cones. They are divided into two groups – depending on whether, regarding the (strict) feasibility, they are related to the primal or the dual cone program. Two of them are results well-known as Farkas lemma, and the alternatives presented in the theorems are weak in general. For strong alternatives an additional assumption is required. We also formulate and prove a different (primal-dual) pair of theorems of alternatives dealing with the relative interior of a cone. The alternatives in these theorems are strong.

In the theorems of alternatives below we will always assume that $K \subseteq \mathbb{R}^n$ is a cone satisfying Assumption 1, $A$ is a given $m \times n$, $(m \leq n)$ matrix and $b \in \mathbb{R}^m$, $c \in \mathbb{R}^n$ are given vectors.

3.1. Primal theorems of alternatives

The first theorem is a generalization of the famous Farkas lemma for linear systems \[17\]. Various forms of the theorem have been studied within the last decades, also with the connection to linear matrix inequalities and semidefinite programming, see \[18\], \[19\]. For general cone programs it was formulated by many authors in various forms, see e.g. \[20\], \[21\], or \[22\] in even more general terms.

**Theorem 9.** (Generalized Farkas lemma) At most one of the following statements is true:

$I$ \exists x \in K : Ax = b ;$

$\forall z : A^T z \in K^* \text{ and } z^T b < 0.$

Moreover, if the convex cone $A(\text{cl}(K))$ (or alternatively the Minkowski sum $\text{cl}(K) + \mathcal{N}(A)$) is closed, then exactly one of the statements is true.

In the next we state and prove a different theorem of alternatives, which deals with the relative interior of the cone. It also provides an equivalent condition to the strict feasibility of the primal program \[4\].

**Theorem 10.** Exactly one of the following statements is true:

$I$ \exists x \in \text{relint}(K) : Ax = b ;$

$\forall z : A^T z \in K^* \setminus \text{sub}(K^*) \text{ and } z^T b \leq 0$

or

$\exists z : A^T z \in \text{sub}(K^*) \text{ and } z^T b \neq 0.$
We can now proceed analogously to the first case to obtain that

Moreover, for solid cones, the alternatives in Theorem 10 simplify to

S and, therefore, from the second part of

Therefore, the corresponding dual cone

Remark 11. It can be easily seen that if A is a full-rank \( m \times n \) matrix \( (m \leq n) \), i.e. the existence of the solution of \( Ax = b \) is guaranteed, and the condition \( S(A^T) \subseteq \text{lin}(K) \) holds, i.e. \( S(A^T) \cap \text{sub}(K^*) = \{0\} \), then the alternatives in Theorem 10 simplify to

Proof. By simple calculation and using the characterization (1) and Lemma 2 a) it can be seen that the alternatives I and II cannot hold at once. If the system \( Ax = b \) is not solvable, then, by applying the well-known Fredholm alternative, we immediately get that the second part of II holds. Therefore, in the next text we will assume that the system \( Ax = b \) is solvable, i.e. without loss of generality we may assume that there exists \( \bar{x} \in S(A^T) \) such that \( A\bar{x} = b \).

We will now show that \( \neg II \) implies I. Assume that \( \neg II \) holds, which can be equivalently represented as

\[
[\forall s : s \in S(A^T) \cap (K^* \setminus \text{sub}(K^*)) \Rightarrow s^T \bar{x} > 0]
\]

and

\[
[\forall s : s \in S(A^T) \cap \text{sub}(K^*) \Rightarrow s^T \bar{x} = 0.]
\]

There are two cases to consider. First assume that \( S(A^T) \cap [K^* \setminus \text{sub}(K^*)] \neq \emptyset \).

By using Lemma 3 b) we see that \( (S(A^T) \cap K^*) \setminus \text{sub}(S(A^T) \cap K^*) \neq \emptyset \), which means that the cone \( S(A^T) \cap K^* \) is non-trivial, i.e. Assumption 1 holds. By using the characterization (1) and properties of the dual cone we obtain \( \bar{x} \in \text{relint}(\mathcal{N}(A) + K) = \mathcal{N}(A) + \text{relint}(K) \), which means that \( \bar{x} = x_N + x_R \) for some \( x_N \in \mathcal{N}(A) \) and \( x_R \in \text{relint}(K) \). Finally, we see that \( A\bar{x} = Ax_R = b \) and, thus, I holds. Now assume that \( S(A^T) \cap [K^* \setminus \text{sub}(K^*)] = \emptyset \). Note that the first implication in \( \neg II \) trivially holds. Again, by Lemma 3 b) we see that \( (S(A^T) \cap K^*) \setminus \text{sub}(S(A^T) \cap K^*) = \emptyset \). However, this means \( S(A^T) \cap K^* = \text{sub}(S(A^T) \cap K^*) \), in other words the cone \( S(A^T) \cap K^* \) is a linear subspace.

Therefore, the corresponding dual cone \( \text{cl}(\mathcal{N}(A) + K) \) is also a linear subspace and, therefore, from the second part of \( \neg II \) we get that

\( \bar{x} \in \text{cl}(\mathcal{N}(A) + K) = \text{relint}(\mathcal{N}(A) + K) = \mathcal{N}(A) + \text{relint}(K) \).

We can now proceed analogously to the first case to obtain that I holds. \( \Box \)

Remark 11. It can be easily seen that if \( A \) is a full-rank \( m \times n \) matrix \( (m \leq n) \), i.e. the existence of the solution of \( Ax = b \) is guaranteed, and the condition \( S(A^T) \subseteq \text{lin}(K) \) holds, i.e. \( S(A^T) \cap \text{sub}(K^*) = \{0\} \), then the alternatives in Theorem 10 simplify to

\[
I \exists x \in \text{relint}(K) : Ax = b;
\]

\[
II \exists z : A^T z \in K^* \setminus \text{sub}(K^*) \text{ and } z^T b \leq 0.
\]

Moreover, for solid cones, the alternatives in Theorem 10 reduce to

\[
I \exists x \in \text{int}(K) : Ax = b;
\]

\[
II \exists z \neq 0 : A^T z \in K^* \text{ and } z^T b \leq 0.
\]

This special case was formulated in [20] and [31], and also for the semidefinite cone in [3].
3.2. Dual theorems of alternatives

In this subsection we formulate the dual counterparts of Theorem 9 and Theorem 10.

The next theorem is the “dual variant” of the generalized Farkas lemma (Theorem 9). It was formulated in [32] for linear systems and generalized to the case of symmetric matrices and linear matrix inequalities in [18]. A similar statement is included in [13], however the strong alternative condition was formulated in terms of solvability of a perturbed system.

**Theorem 12.** At most one of the following statements is true:

I. \( \exists y : c - A^T y \in K^* \);

II. \( \exists z \in cl(K) : Az = 0 \) and \( c^T z < 0 \).

Moreover, if the cone \( S(A^T) + K^* \) is closed, then exactly one of the statements is true.

The final theorem of alternatives deals with the relative interior of the cone \( K^* \) and provides an equivalent condition to the strict feasibility of the dual program [5].

**Theorem 13.** Exactly one of the following statements is true:

I. \( \exists y : c - A^T y \in \text{relint}(K^*) \);

II. \( \exists z \in cl(K) \setminus \text{sub}(cl(K)) : Az = 0 \) and \( c^T z \leq 0 \)

or \( \exists z \in \text{sub}(cl(K)) : Az = 0 \) and \( c^T z \neq 0 \).

Theorems 12 and 13 can be obtained from Theorems 9 and 10, respectively, by rewriting the alternative I using the system of linear equations \( c - A^T y = s \) and the cone \( \mathbb{R}^m \times K^* \).

**Remark 14.** Analogously to the case of Theorem 10 and Remark 11, it can be seen that, requiring the condition \( N(A) \subseteq \text{lin}(K^*) \) to hold (implying \( N(A) \cap \text{sub}(cl(K)) = \{0\} \)), the alternatives in Theorem 13 simplify to

I. \( \exists y : c - A^T y \in \text{relint}(K^*) \);

II. \( \exists z \in cl(K) \setminus \text{sub}(cl(K)) : Az = 0 \) and \( c^T z \leq 0 \).

Moreover, if \( K^* \) is solid (or \( cl(K) \) is pointed), the alternatives in Theorem 13 reduce to

I. \( \exists y : c - A^T y \in \text{int}(K^*) \);

II. \( \exists z \in cl(K) : Az = 0 \) and \( c^T z \leq 0 \).

This last special case has been considered in [15] and for the semidefinite cone in [3].
4. Strong duality

The conic version of the famous Slater result – that the strict feasibility of one of the primal-dual pair of problems implies the strong duality property $d^* = p^*$ and, provided the optimal values are finite, the existence of an optimal solution, is a widely known result and it was shown e.g. in [24] and [13] for proper cones. In [33], the strong duality property was studied for closed and solid, but not necessarily finite dimensional cones. Some duality results for general convex cones can be found in [16].

The basic idea behind the proof of the strong duality property is linked with the generalized Farkas lemma and its dual counterpart (Theorem 9 and Theorem 12). In the generalized version of the theorems of alternatives, the assumption of closedness of the linear image of a convex cone (or closedness of the Minkowski sum of a convex cone and a linear subspace in the dual version, respectively) is needed. However, the closedness assumption is guaranteed by the existence of the interior point in the dual (primal) feasible set. The known strong duality results for the convex conic problems are formulated in the next two theorems, see also [16] (Theorem 7) or, for conic programs with proper cones, in [13] (Theorem 2.4.1).

**Theorem 15.** Consider the primal-dual pair of programs (4) and (5), where the cone $K$ satisfies Assumption 1. Define the extended matrices $A_c = (A^T c)^T$ and $A_b = (A - b)$. Then

a) if $A_c(cl(K))$ is closed, then $p^* = d^*$. Moreover, if the optimal value is finite, then $P^* \neq \emptyset$;

b) if $S(A_b) + (K^* \times \{0\})$ is closed, then $p^* = d^*$. Moreover, if the optimal value is finite, then $D^* \neq \emptyset$.

Recall that the proof of the Theorem 15 is based on Theorem 9, Theorem 12 and the weak duality property, and follows the standard scheme typically used in linear programming, or the one given e.g. in [13] for convex conic programs. The sufficient conditions that guarantee the closedness of $A_c(cl(K))$, and $S(A_b) + (K^* \times \{0\})$ can be easily derived from Theorem 8. This leads us to the following statement.

**Theorem 16.** Consider the primal-dual pair of programs (4) and (5), where the cone $K$ satisfies Assumption 1.

a) If $D^0 \neq \emptyset$ and $P \neq \emptyset$ then $p^* = d^*$ and $P^* \neq \emptyset$.

b) If $P^0 \neq \emptyset$ and $D \neq \emptyset$, then $p^* = d^*$ and $D^* \neq \emptyset$.

Note that the assumptions $D^0 \neq \emptyset$, $P^0 \neq \emptyset$ in statements a) and b) of Theorem 16 correspond to alternative I in Theorem 13 and Theorem 10, respectively. This gives us the opportunity to combine the results and establish necessary and sufficient conditions for boundedness of the optimal solution sets $P^*$ and $D^*$. The result is stated in the next theorem.
Theorem 17. Consider the primal-dual pair of programs (4) and (5), where the cone $K$ satisfies Assumption 1.

a) The set $\mathcal{P}^*$ is nonempty and bounded if and only if $\mathcal{P} \neq \emptyset$, $\mathcal{D}^0 \neq \emptyset$ and $\mathcal{N}(A) \cap \text{sub}(cl(K)) = \{0\}$.

b) Suppose that $\text{rank}(A) = m$. The set $\mathcal{D}^*$ is nonempty and bounded if and only if $\mathcal{D} \neq \emptyset$, $\mathcal{P}^0 \neq \emptyset$ and $\mathcal{S}(A^T) \cap \text{sub}(K^*) = \{0\}$.

Proof. a) First assume that the set $\mathcal{P}^*$ is nonempty and bounded. Then clearly $\mathcal{P} \neq \emptyset$ and we only need to show that $\mathcal{D}^0 \neq \emptyset$ and $\mathcal{N}(A) \cap \text{sub}(cl(K)) = \{0\}$. Take $x^* \in \mathcal{P}^*$ and assume by contradiction that the set $\mathcal{D}^0$ is empty. By applying Theorem 13 we obtain that:
- either there exists $z \in \text{cl}(K) \setminus \text{sub}(cl(K))$ such that $Az = 0$ and $c^T z \leq 0$ or
- there exists $z \in \text{sub}(cl(K))$ such that $Az = 0$ and $c^T z < 0$.
Consider the first case - then clearly for any $\gamma \geq 0$ we have $x^* + \gamma z \in \mathcal{P}^*$. We have constructed a ray in the optimal solution set $\mathcal{P}^*$, which contradicts its boundedness. Now consider the second case - then for any $\gamma \geq 0$ we have $x^* + \gamma z \in \mathcal{P}$, however $c^T (x^* + \gamma z) < p^*$, which contradicts the optimality of $x^*$.

Now assume that $\mathcal{D}^0 \neq \emptyset$ and $\mathcal{N}(A) \cap \text{sub}(cl(K)) \neq \{0\}$. We have that there exists $0 \neq z \in \text{sub}(cl(K))$ such that $Az = 0$. This time, the strong alternatives in Theorem 13 imply $c^T z = 0$. Again, we can construct a ray $\{x^* + \gamma z \mid \gamma \geq 0\} \subseteq \mathcal{P}^*$, which contradicts the boundedness of $\mathcal{P}^*$.

Conversely, suppose $\mathcal{P} \neq \emptyset$, $\mathcal{D}^0 \neq \emptyset$ and $\mathcal{N}(A) \cap \text{sub}(cl(K)) = \{0\}$. From Theorem 10 a) we obtain that $\mathcal{P}^* \neq \emptyset$. Assume by contradiction that $\mathcal{P}^*$ is unbounded, i.e. $\hat{x} + \gamma w \in \mathcal{P}^* \subseteq \mathcal{P}$ $\forall \gamma \geq 0$. Hence it must hold $c^T w = 0$ and $Aw = 0$. Also for an arbitrary $\hat{y} \in K^*$ we have that
$$\hat{x}^T \hat{y} + \gamma w^T \hat{y} \geq 0, \ \forall \gamma \geq 0. \quad (6)$$
Since the expression on the left in (6) is bounded below and $\gamma \geq 0$, it must hold $w^T \hat{y} \geq 0$. Since $\hat{y} \in K^*$ was arbitrary, we get that $w \in cl(K)$. Recall that $w \in \mathcal{N}(A)$ and $c^T w = 0$. If $w \notin \text{sub}(cl(K))$, then by Theorem 13 we get a contradiction with the assumption $\mathcal{D}^0 \neq \emptyset$. On the other hand, $0 \neq w \in \text{sub}(cl(K))$ contradicts the assumption $\mathcal{N}(A) \cap \text{sub}(cl(K)) = \{0\}$.

b) This statement can be proved analogously, with the use of Theorem 10. The assumption $\text{rank}(A) = m$ is technical yet necessary to ensure the one-to-one correspondence between the dual variables $y$ and $s$. It is only needed to argue that there would have to be a non-zero vector in $\mathcal{S}(A^T) \cap \text{sub}(K^*)$ if we contradictorily assumed that $\mathcal{D}^*$ was unbounded.

If the cone $cl(K)$ is pointed, then $\mathcal{N}(A) \cap \text{sub}(cl(K)) = \{0\}$. Similarly, if the cone $K^*$ is pointed (i.e. the cone $K$ is solid), then $\mathcal{S}(A^T) \cap \text{sub}(K^*) = \{0\}$. These special cases are covered in the following corollary. Clearly, if $K$ is proper, then both equivalences a), b) in Corollary 18 hold.
Corollary 18.

a) Suppose $\text{cl}(K)$ is pointed. The set $\mathcal{P}^*$ is nonempty and bounded if and only if $\mathcal{P} \neq \emptyset$ and $\mathcal{D}^0 \neq \emptyset$.

b) Suppose $K$ is solid. The set $\mathcal{D}^*$ is nonempty and bounded if and only if $\text{rank}(A) = m$, $\mathcal{D} \neq \emptyset$ and $\mathcal{P}^0 \neq \emptyset$.

Remark 19. Denote $\tilde{\mathcal{D}} = \{s \mid (y, s) \in \mathcal{D}\}$ and

$$L_d = \mathcal{S}(A^T) \cap \text{sub}(K^*), \quad L_d^+ = \text{lin}(\mathcal{N}(A) + K),$$

where the second identity in (7) follows from Lemma 2 and property (p4). Then Lemma 4 implies that $\tilde{\mathcal{D}} = (\mathcal{D} \cap L_d^+) + L_d$. The authors of [16] use this fact to define the so-called normalized dual feasible set $\tilde{\mathcal{D}}_N = \mathcal{D} \cap L_d^+$ and the normalized dual optimal solution set as $\tilde{\mathcal{D}}^*_N = \mathcal{D}^* \cap L_d^+$, where $\mathcal{D}^* = \{s^* \mid (y^*, s^*) \in \mathcal{D}^*\}$. They also study the boundedness of $\tilde{\mathcal{D}}_N$ and prove that $\mathcal{D} \neq \emptyset, \mathcal{P}^0 \neq \emptyset$ if and only if the set $\mathcal{D}^*_N$ is nonempty and bounded. (See Theorem 5 in [16].) Moreover, it is easy to show that under assumption $\mathcal{P}^0 \neq \emptyset$ it holds $L_d = \{0\}$ iff $\mathcal{D}^* = \tilde{\mathcal{D}}^*_N$. Therefore, the result of Theorem 17 b), reformulated in terms of normalized dual optimal solution set, states

- If $\mathcal{D} \neq \emptyset, \mathcal{P}^0 \neq \emptyset, L_d = \{0\}$, then $\tilde{\mathcal{D}}^* = \tilde{\mathcal{D}}^*_N$ and it is nonempty and bounded.

- If $\tilde{\mathcal{D}}^*$ is nonempty and bounded, then $\mathcal{D} \neq \emptyset, \mathcal{P}^0 \neq \emptyset, L_d = \{0\}$, i.e. $\mathcal{D}^* = \tilde{\mathcal{D}}^*_N$.

The authors of [16] do not explicitly formulate an analogous result dealing with the normalized primal optimal solution set. The main reason is that they consider the primal conic program with a general (not necessarily closed) convex cone. However, we could define

$$L_p = \mathcal{N}(A) \cap \text{sub}(\text{cl}(K)), \quad L_p^+ = \mathcal{S}(A^T) + \text{lin}(K^*),$$

where the second identity in (7) again follows from Lemma 2 and property (p4); and the normalized primal optimal solution set as $\tilde{\mathcal{P}}_N = \mathcal{P} \cap L_p^+$. Then the result of Theorem 17 a), reformulated in terms of normalized primal optimal solution set, states

- If $\mathcal{P} \neq \emptyset, \mathcal{D}^0 \neq \emptyset, L_p = \{0\}$, then $\mathcal{P}^* = \mathcal{P}^*_N$ and it is nonempty and bounded.

- If $\mathcal{P}^*$ is nonempty and bounded, then $\mathcal{P} \neq \emptyset, \mathcal{D}^0 \neq \emptyset, L_p = \{0\}$, i.e. $\mathcal{P}^* = \mathcal{P}^*_N$.

As stated in Theorem 16 and Theorem 5 in [16] (see the remark above) The assumption $\mathcal{P}^0 \neq \emptyset, \mathcal{D} \neq \emptyset$ guarantees that the sets $\tilde{\mathcal{D}}^*$ and $\tilde{\mathcal{D}}^*_N$ are nonempty. However, the boundedness of $\tilde{\mathcal{D}}^*$ is not guaranteed. This is demonstrated in the following simple example.
Example 20. Consider the primal convex conic program in the form (4)
\[
\begin{align*}
\min & \quad -5x_1 \\
\text{s.t.} & \quad \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix} x = \begin{pmatrix} 2 \\ 2 \end{pmatrix} \\
& \quad x \in \text{cl}(K) := \{(s, t, t)^T \mid s \in \mathbb{R}, \ t \geq 0\}
\end{align*}
\]
and the corresponding dual program in the form (5)
\[
\begin{align*}
\max & \quad 2y_1 + 2y_2 \\
\text{s.t.} & \quad s = (-5 - y_1 - y_2, -y_1, -y_2)^T \in K^* \\
& \quad K^* = \{(0, z_2, z_3)^T \mid z_2 + z_3 \geq 0\}.
\end{align*}
\]
Obviously $P^0 \neq \emptyset$, $D \neq \emptyset$, $A$ is a full rank matrix, but $L_d = \{(0, z_2, -z_2)^T \mid z_2 \in \mathbb{R}\} \neq \{0\}$. From Theorem 5 in [10] we have that $D^*_N$ is nonempty and bounded. It can be calculated that $D^*_N = \{(0, 2.5, 2.5)^T\}$. However, from Theorem 17 b) we have that $D^*$ is unbounded or empty. In fact, it is unbounded since $D^* = \{((-5 - r, r)^T, (0, 5 + r, -r)^T) \mid r \in \mathbb{R}\}$ and so is $\tilde{D}^* = \{(0, 5 + r, -r)^T \mid r \in \mathbb{R}\}$. Thus Theorem 5 in [10] does not guarantee the boundedness of $D^*$.

Theorem 21. Consider the primal-dual pair of programs (4) and (5), where the cone $K$ satisfies Assumption 1.

a) If $D \neq \emptyset$, $P \neq \emptyset$ and there exists $v \in N(A) \cap \text{relint}(K)$ such that $c^T v = 0$, then $p^* = d^*$, and the set $P^*$ is nonempty and unbounded.

b) If $D \neq \emptyset$, $P \neq \emptyset$ and there exists $z$ such that $A^T z \in \text{relint}(K^*)$ and $b^T z = 0$, then $p^* = d^*$, and the set $D^*$ is nonempty and unbounded.

Proof. We shall prove the statement a). The last assumption of the statement is equivalent to (ii-b) in Table 1. Applied to the linear map $A_c = (A^T c)^T$. Then, according to Theorem 8 the cone $A_c(\text{cl}(K))$ is a linear subspace (hence closed). Then from Theorem 15 we get that $P^* \neq \emptyset$ and $p^* = d^*$. If $x^* \in P^*$, then clearly $x^* + \alpha v \in P^*$, $\forall \alpha \geq 0$. Therefore $P^*$ must be unbounded. The statement b) can be proved analogously.

The following example shows that implications in Theorem 21 cannot be reversed: the ray defined by $v \in N(A) \cap \text{relint}(K)$ in part a) may fail to exist. Similarly, the vector $z$ in part b) may fail to exist.

Example 22. Consider the primal convex conic program in the form (4)
\[
\begin{align*}
\min & \quad x_1 + x_3 \\
\text{s.t.} & \quad x_1 + x_3 = 0 \\
& \quad x \in \text{cl}(K) := \{(x_1, x_2, x_3)^T \mid \sqrt{x_1^2 + x_2^2} \leq x_3\}
\end{align*}
\]
and the corresponding dual program in the form \[5\]

\[
\begin{align*}
\text{max} & \quad 0 \\
\text{s.t.} & \quad s = (1 - y, 0, 1 - y)^T \in K^* \\
& \quad K^* = \{(s_1, s_2, s_3)^T \mid \sqrt{s_1^2 + s_2^2} \leq s_3\} = K.
\end{align*}
\]

We have that \(P^* = P = \{(t(-1, 0, 1)^T \mid t \geq 0) \neq \emptyset\},\)

thus \(P^*\) is nonempty and unbounded. Moreover, it holds \(p^* = d^* = 0\). We also have that

\[
D^* = D = \{(1 - y, 0, 1 - y)^T \mid y \leq 1\} \neq \emptyset,
\]

However, since \(\text{relint}(K) = \text{int}(K) = \{(x_1, x_2, x_3)^T \mid \sqrt{x_1^2 + x_2^2} < x_3\},\) we have that \(\mathcal{N}(A) \cap \text{relint}(K) = \emptyset\), which implies that there does not exist \(v \in \mathcal{N}(A) \cap \text{relint}(K)\) such that \(c^Tv = 0\).

Similarly, there is no such \(z \in \mathbb{R}\) for which it holds \(z(1, 0, 1)^T \in \text{relint}(K^*)\).

**Remark 23.** Using the notation from the proof of Theorem 21, the last condition in Theorem 21 a) can be equivalently formulated as \(\mathcal{N}(A_c) \cap \text{relint}(K) \neq \emptyset\).

Similarly, if we denote \(A_b = (A - b),\) then the last condition in Theorem 21 a) can be equivalently formulated as \(\mathcal{S}(A_b^T) \cap \text{relint}(K^* \times \{0\}) \neq \emptyset\).

If we put together results from Theorem 16, Theorem 17, Remark 19 and Theorem 21, we can list eight sufficient conditions for strong duality property \(p^* = d^*\), see Table 2.

<table>
<thead>
<tr>
<th>Table 2: List of sufficient conditions for zero optimal duality gap, i.e. (p^* = d^*).</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P) (P_0 \neq \emptyset)</td>
</tr>
<tr>
<td>(P^* \neq \emptyset) and bounded</td>
</tr>
<tr>
<td>(P_N^* \neq \emptyset) and bounded</td>
</tr>
<tr>
<td>(D \neq \emptyset, P \neq \emptyset, N(A_c) \cap \text{relint}(K) \neq \emptyset).</td>
</tr>
<tr>
<td>(D) (D_0 \neq \emptyset)</td>
</tr>
<tr>
<td>(D^* \neq \emptyset) and bounded</td>
</tr>
<tr>
<td>(D_N^* \neq \emptyset) and bounded</td>
</tr>
<tr>
<td>(D \neq \emptyset, P \neq \emptyset, S(A_b^T) \cap \text{relint}(K^* \times {0}) \neq \emptyset).</td>
</tr>
</tbody>
</table>

5. **Conclusions**

We have studied several duality aspects in general convex conic programming, which is a class of problems that includes not only every convex programming problem in the standard form (see e.g. [34]), but also special classes such
as semidefinite (see e.g. [35]) or copositive programming (see e.g. [36], [37]).

Duality theory in optimization is often linked with theorems of alternatives. We have formulated and proved new theorems of alternatives that give equivalent conditions to the existence of the relative interior point in the primal (dual) feasible set. These theorems appeared to be useful for showing the strong duality results in convex conic programs. The well-known result states that the feasibility of both problems and the existence of an interior point in the set of feasible solutions of one problem implies the existence of the optimal solution and boundedness of the optimal solution set of its dual counterpart. We have shown that this result can be reversed – the boundedness of the (nonempty) optimal solution set implies the existence of an interior point in the set of feasible solutions of the dual counterpart. As a consequence, we have obtained alternative sufficient conditions for strong duality. We have also derived different sufficient conditions for strong duality that also guarantee that the particular set of optimal solutions is nonempty but unbounded.

Our convex conic problems and the corresponding results are formulated in the way typically used in convex optimization textbooks, without more additional terminology than necessary. Our proofs are based on fundamental convex analysis and linear algebra results, which may be useful for the readers not familiar with the topic or practitioners.
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Appendix A. Proofs of theorems

Proof. (Lemma 3).

First suppose that $K^* \cap (c + V^\perp) = \emptyset$, then $[K^* \cap (c + V^\perp)] \cap \text{lin}(V + K) + V^\perp \cap \text{sub}(K^*) = \emptyset + V^\perp \cap \text{sub}(K^*) = \emptyset$.

Now suppose that $K^* \cap (c + V^\perp) \neq \emptyset$. Then there exists a vector $s \in K^* \cap (c + V^\perp)$. The vector $s$ can be decomposed into two components, i.e. there exist vectors $s_1 \in \text{lin}(V + K)$ and $s_2 \in V^\perp \cap \text{sub}(K^*)$ such that $s = s_1 + s_2$. Obviously, $s - s_2 = s_1 \in K^* \cap (c + V^\perp)$ and thus $s_1 \in [K^* \cap (c + V^\perp)] \cap \text{lin}(V + K)$, which proves that $s \in [K^* \cap (c + V^\perp)] \cap \text{lin}(V + K) + V^\perp \cap \text{sub}(K^*)$.

Moreover, we have shown that $K^* \cap (c + V^\perp) \neq \emptyset$ iff $[K^* \cap (c + V^\perp)] \cap \text{lin}(V + K) + V^\perp \cap \text{sub}(K^*) \neq \emptyset$ and, therefore, in the following text we may assume that $[K^* \cap (c + V^\perp)] \cap \text{lin}(V + K) + V^\perp \cap \text{sub}(K^*) \neq \emptyset$.

Conversely, if $s \in [K^* \cap (c + V^\perp)] \cap \text{lin}(V + K) + V^\perp \cap \text{sub}(K^*)$ there exist vectors $s_1 \in [K^* \cap (c + V^\perp)] \cap \text{lin}(V + K)$ and $s_2 \in V^\perp \cap \text{sub}(K^*)$ such that
\[ s = s_1 + s_2. \] Obviously, \( s \in K^* \). Moreover, since \( s_1 \in (c + V^\perp) \) and \( s_2 \in V^\perp \) we have that \( s \in (c + V^\perp) \).

**Proof.** (Lemma 7).

First we will show \((i) \Rightarrow (ii)\). From the assumption \((i)\) and the definition of \( \text{lin}(K) \) we have \( L + K = L + \text{lin}(K) = (L + K) + (\bar{K}) \). Since \( 0 \in L + K \) it follows that \( (\bar{K}) \subseteq L + K \). Take \( \bar{k} \in \text{relint}(K) \subseteq L + K \). Then \( \bar{k} = l + k \) for some \( l \in L \) and \( k \in K \). However then \( -l = (\bar{k}) + k \) and \( (-l) \in L \). From \([3]\) it follows \( (-l) \in \text{relint}(K) \). Therefore \( (\bar{l}) \in L \cap \text{relint}(K) \).

Next, we will show \((ii) \Rightarrow (iii)\). Assume by contradiction that there exists \( z \in L^\perp \cap [K^* \setminus \text{sub}(K^*)] \) and let \( x \in L \cap \text{relint}(K) \). From the characterization \([1]\) we get \( z^T x > 0 \), however \( x \in L, z \in L^\perp \) implies \( z^T x = 0 \).

Finally, we will prove \((iii) \Rightarrow (i)\). It can be easily seen that \((iii)\) is equivalent to \( L^\perp \cap K^* = L^\perp \cap \text{sub}(K^*) \). Then, by applying the property \((c6)\) (Section 2.1) we obtain that \( \text{cl}(L + \text{lin}(K)) = \text{cl}(L + K) \). Then \((i)\) holds since \( L + \text{lin}(K) \) is a linear subspace.
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